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Appendix A - Optical Flow estimation 

A.1 Introduction 

In this chapter it is going to discuss the Lucas-Kanade Optical Flow estimation, which 

is one of the widely used Optical Flow estimation methods. 

A.2 Lucas–Kanade method for Optical Flow estimation 

Optical flow methods try to compute Optical flow using two images taken in time t 

and t+ δt. Lucas–Kanade is such a optical flow estimation method developed by 

Bruce D. Lucas and Takeo Kanade. Initial algorithm works for small displacements of 

interested points and it assumes that the intensity of the same object location is a 

constant over time. This is also called as the image constraint equation, which is 

mathematically expressed as: 

 

Above statement refers to the same object location, but having two different image 

coordinates in two different consecutive image frames. Based on this constraint, 

Optical flow algorithms can track interested points between two consecutive image 

frames. One drawback of this assumption is that it requires the displacement of the 

object point to be very small and does not work for object points having a large speed. 

Assuming the movement to be small, the Taylor expansion of the above equation 

becomes  

 

Where H.O.T are the higher order terms, which can be safely ignored. From these 

equations it follows that: 

 

  

Or  simply as: 
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Where Vx and Vy are the x and y components of the 2D optical flow vector associated 

with the considered pixel. 

In addition to the image constraint equation, Lucas–Kanade method holds an 

additional hypothesis where given a pixel P, all the pixels in the neighborhood of P 

have the same velocity as P. this allows us to consider an image window m x m 

centered at pixel P and allows to write the following equation. 

 

This can also be represented by the following matrix: 

 

Above equation can be represented as: 

 

Where 

 

 

The least square method holds: 

 

By expanding this equation we get: 

 

Given a window W, This is same as writing the equation S as: 
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Since we assume that the velocity is same over W, We can further simplify this 

equation as: 

 

This is the final equation to be solved and can be implemented using the OpenCV 

image processing library. 
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Appendix B - Shannon’s entropy 

B.1 Introduction 

In this chapter it is going to discuss the Shannon’s entropy, which is used as an 

average measure of information contained in an image. 

B.2 Calculating Shannon’s entropy 

Shannon’s entropy represents the average amount of information contained in a 

random variable, which is defined by the equation: 

 

Where X is a discrete random variable with n outcomes and p(xi) is the probability 

mass function of outcome xi. A probability mass function is used to calculate the 

probability that a discrete random variable is exactly equal to some value. Base of the 

logarithm b is considered as 10. For a gray-scaled image, n represents the value 256 

and the range of the random variable is from 0 to 255.  

When the outcome of the Shannon’s entropy is low, the difference of gray levels in 

the input image is low and considered to be an obstacle.    

 

 

 

 

 

 



 

41 

 

Appendix C - Emulating Optical Flow 

C.1 Introduction 

This chapter contains the details of the developed Optical Flow agent, emulated inside 

the android emulator. 

C.2 Implementation of the Optical Flow agent 

Figure C.1 represents a screen-shot of the optical flow agent implemented using the 

Android emulator. Lines represent optical flow vectors. 

 

Figure C.1 - Implementation of the optical Flow agent 
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Appendix D - Sample obstacle detection scenarios 

D.1 Introduction 

This chapter contains some additional obstacle detection scenarios, apart from the 

scenarios discussed in the evaluation chapter. 

D.2 Sample scenarios 

Figure D.1 represents a scenario where an obstacle is moved towards the camera and 

Figure D.2 represents a scenario where the camera is moved towards an obstacle. The 

system was able to detect the obstacle and produce a warning in both scenarios. 

 

 

Figure D.1 – Moving an obstacle (a human hand) towards the camera 

 

 

Figure D.2 – Moving the camera towards an obstacle 


