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Abstract 

As silicon technology scaling, leakage power dissipation has become the most 

significant component from all CMOS power dissipation mechanisms. Minimum 

Leakage Vector(MLV) is used  as a combinational logic leakage power reduction 

technique when a system is in standby mode. Compared to MLV,  though  an excellent 

leakage power reduction can be achieved with power gating technique it has some 

drawbacks like higher retention time and system state loss.  

In this thesis we combine MLV and power gating techniques to achieve more 

leakage power reduction compared to MLV while mitigating prior mentioned 

drawbacks of power gating.  

Instead of full chip power gating, we developed a simple algorithm which runs 

in linear time to identify the prospective locations for power gating once combination 

logic is fed with its MLV. The algorithm was implemented in tcl language and run on 

top of design compiler shell for a synthesized netlist. 

Flip flops and input ports were modified to feed MLV in standby mode while 

facilitating for partial power gating within the flops without losing flop state to retain 

the system state back in active mode. 

Flop modifications were extended to feed MLV in scan mode also so that scan 

mode leakage reduction can also be achieved while successful scan shifting carrying 

out. 

Our implementations were tested with four selected ISCAS89 benchmarks 

using fast spice simulations with synopsys XA.  We were able to achieve 30%-40% 

additional leakage power reduction compared to standalone MLV. The measured wake 

up time was always less than 0.25ns for all benchmarks while with standalone power 

gating this is more than a nano second or couple of nano seconds . Successful operation 

in scan mode and state retention of flops after standby mode were also verified. Rough 

estimate in area increment due to newly added infrastructure  was also carried out. 
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1. INTRODUCTION 
 

1.1 CMOS for low power VLSI design 

 

  From 1960s, the time where the integration circuits were invented, down 

scaling of silicon technology helps to satisfy the increasing user demands for more 

functionality and high performance with a low cost. Initially power consumption was 

not a big issue and didn’t take much attention. The rapid development in VLSI  

technology facilitates to fabricate a complete system in a single chip(SOC). As a result 

many portable devices like laptops, cellular phones, PDAs were introduced. As these 

portable devices are powered by batteries, power was recognized as critical parameter 

of SOC design. 

The increasing demand for portable systems lead to consider the increment of 

battery life as a major requirement in SOC design because  with the limited battery life 

systems have to fulfil high demands which requires high power consumption. 

Though battery industry has already made successful tryouts to develop 

batteries with a higher energy capacity than conventional Nickel-Cadmium (NiCad) 

batteries, it doesn’t cause to have very high energy capacity. This is considered as a 

primary reasons due to which portable applications should be incorporated with low 

power design techniques in the VLSI domain. 

High power dissipation is a very bad thing in all kinds of DSM technologies. 

(DSM refers to technology nodes whose transistor length is lesser than 180um). As an 

example, Pentium IV processor developed in 2000s which was based on DSM 

technology, when operates at 3.4GHz, it consumes 130W of power with 1.3V supply 

[1] 

Reliability is another reason which encourages low power design. As 

technology scaling down, current density also increases with power density. Due to 

Large current densities, problems like hot carrier induced device degradation and 

electro migration are occurred [1]. In addition, the heat gradient across the chip causing 

thermal and mechanical stress leads to early breakdown [1]. So to maintain an 

enhanced reliability of the system, power reduction is a very important thing. 
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VLSI/SOC design allows different digital circuit modules into a single chip. 

For example mobile phone which is comprised with CPU, RAM, camera module, GPS 

module can introduced. Basic unit of building Digital circuit is the transistor 

(MOSFET type more specifically). So VLSI chip contains millions of transistors 

fabricated on a IC. Obviously designers can’t design the ICs at the transistor level. 

They require more abstracted view on combining transistors to obtain the desired 

functionality. That abstraction is the well-known gate level abstraction which provides 

Boolean logic gates (Ex: AND, OR, NOT) build upon combining MOSFETs. Those 

logic gates are designed based on logic families (Ex: RTL, TTL, CMOS). 

Complementary Metal Oxide Semiconductor(CMOS) technique allows a high density 

of logic functions on a chip. CMOS has become the commonly used technology for 

VLSI designs due to two main reasons. One is it allows to have a higher logic density. 

Second reason is there is very small static current between power and ground when 

there is no switching activity taking place in logic gates. So simply VLSI power 

dissipation means CMOS power dissipation. 

Although power dissipation is important for modern CMOS based VLSI 

designs, performance/speed and area are also very important considerations for a 

system. So the low power designs usually involve making tradeoff such as timing vs 

power, area vs power and so on. Reducing power while maintain the expected system 

performance but compromising the minimum required area for the system is a 

commonly addressed design problem in CMOS low power design techniques. 

1.2 Motivation 

 

Methodologies for low power design range from device/process level to the  

algorithmic level. Reducing the supply voltage (VDD) simultaneously to technology 

scaling is one of method which significantly reduces the power because VDD has a 

quadratic relation with dynamic power consumption. But to maintain performance as 

supply voltage reduces, the transistor threshold voltage (Vth) also should be reduced. 

But threshold voltage reduction leads to increase subthreshold leakage currents 

exponentially [2]. But when it comes to designs which are even more scaled from 

45nm technology, in addition to subthreshold leakage current the gate leakages are 

also significant.  
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Figure 1.1 – Leakage and dynamic power dissipation with technology scaling 

       Source: Adapted from [4] 

In today’s world with the highly scaled nanometer technologies (gate length 

below 90nm) the leakage power component is more significant compared to dynamic 

power consumption. Figure 1.1 shows the contribution of leakage and dynamic power 

as technology scales down [4].  

So the investigation leakage power reduction techniques has become a major 

research area in CMOS power reduction. So in this thesis we are focusing on leakage 

power reduction. When analyzing leakage power reduction techniques, we have seen 

that power gating is the best approach. But power gating of a whole system causes to 

lose the system state. So if we require to retain the previous system state once the 

system is powered again after power gating it requires to add additional circuities for 

data retention. In addition to data retention issue, power gating has another drawback. 

That is, when power is provided back to the system after power gating (in a wakeup) 

it requires some considerable time (from couple of Nano seconds to milliseconds based 

on the size of the gated design/module) to settle the system avoiding ground bounce 

which causes to have undefined logic states otherwise. Same time in a wakeup cycle, 

the circuit should not be powered at once. Because say if we have done the ground 

(VSS) power gating and before power gating If a logic gate’s output was ‘0’ due to 

VSS gating now it’s output is partially charged up to VDD. So when the power is fed 
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back to the system the charged output of this logic gate is connected back to the ground 

and the output charge continues to discharge. If the design has thousands of such gates 

then all those gates start to discharge their charged outputs at once causing a high 

current flow across the circuits leading to high heat dissipation finally creating 

damages to the circuit elements. To avoid this the system should be powered up again 

portion by portion in sequential fashion which adds another delay for the normal 

operation after power gating. 

VLSI system is consisting of many modules. When one module is active one 

or many other modules might be inactive. For example, consider a mobile phone. 

Camera module or video module are activated when those are started to get use. Until 

then those are in idle state. Though there is no any dynamic power consumption of 

these idling modules there is a leakage power dissipation. Hence if these modules can 

be power gated we can reduce the leakage power. If the previous state of these modules 

should be retained after power is given back after power gating, then addition of 

retention logic in addition to power gating is required. At the same time longer settle 

time after powering up after power gating reduces the availability of those modules for 

the system once system wants them. For example, say a system requires a floating 

point calculating module rarely. But the calculations must happen as soon as input 

comes because these calculated values might be the required inputs for some control 

system. In that case higher power up time after power gating is not acceptable. 

Throughout this thesis we will use the word ‘standby mode’ to refer to the idling 

mode of the modules which requires state retention and short settle time after all kind 

of treatments done for leakage power reduction in idle mode of the desired module. 

So the motivation for this research is to investigate the applicability of power 

gating technique in combination with some other leakage power reduction technique 

to achieve more leakage power reduction compared to other leakage power reduction 

technique while minimizing drawbacks (higher settle time after power reduction, state 

retention) of power gating technique.  

1.3 Contributions 

 

The main contribution of this thesis can be summarized as follows 
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• Instead of implementing full chip power gating to achieve leakage power 

reduction when a module is in standby mode we combine a leakage reduction 

technique called Minimum Leakage Vector (MLV) with power gating so that 

power gating based power reduction is done only around higher leakage power 

dissipating points of the module which are recognized after applying MLV for 

the combinational portion of the circuit. With this the intention is to achieve 

high leakage power reduction compared to MLV while mitigating the 

drawbacks of power gating technique. 

• Propose a new method to feed MLV with Modified Flip flops and Input ports 

so that in standby mode in addition to leakage reduction in combinational logic, 

leakage reduction of Flops can also be achieved while preserving the state of 

the flops which exist prior to power gating. 

• Extend above 2 so that MLV can be fed to combinational logic in scan mode 

which helps to achieve power reduction while normal scan shift can happen 

through the QN (inverted output of the flop) of the Flops while Q (output of 

the Flop) is feeding to combinational logic which is blocked by setting MLV 

at flop outputs in the scan mode. 

1.4 Thesis Organization 

 

Chapter 2 describes the background for the thesis. It covers many information 

found with literature survey including power dissipation mechanisms and leakage 

power reduction techniques. Chapter 3 does a thorough study on Minimum Leakage 

Vector, Power Gating and Data Retention which are three main bases for this research 

work discuss about data retention techniques. Chapter 4 describe the research 

approach, methodology, and results of the research. Chapter 5 describes conclusions 

and suggestions for Future work. In Appendix it contains some of the computer 

programs and scripts which were used in this research. 
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2. BACKGROUND 

 

2.1 CMOS Power Dissipation 

 

Mechanisms of CMOS power dissipation can be divided into two classes: 

dynamic power dissipation and static power dissipation.  

 

Figure 2.1 CMOS Power Dissipation Mechanisms 

 

Dynamic power dissipation comes to play when circuit is operational. That is 

when the circuit it performing some task on some data. As circuit is non operational 

or inactive or the circuit is in power gated mode, static power dissipation becomes an 

issue. Figure 2.1 Summarizes these power dissipation mechanisms [2], [3]. 

 

2.1.1 Dynamic Power Dissipation 

 

As illustrated in Figure 2.1, three sub categories can be identified under  

Dynamic power dissipation. Those are switched power dissipation, short-circuit power 

dissipation and glitch power dissipation.  

 

2.1.1.1 Switch power Dissipation 

 

To transmit information in CMOS circuits it is required to have repeated 

charging and discharging. Switching power dissipation occurs as result of this 

CMOS Power 

Dissipation 

Dynamic Power 

Dissipation 

Static Power 

Dissipation 

Switching 

power 

Short Circuit 

power 
Glitch 

power 
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power 
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repetitive charging and discharging. Figure 2.2 shows how the switching power 

dissipation happens in a CMOS inverter. 

As output logic level is transitioning from low to high, the capacitance CL is 

charged through PMOS. While charging part of the energy supplies by power supplies 

losses due to resistance of PMOS and other part is stored in CL. As output transits from 

high to low, CL is discharged through NMOS. Due to resistance of NMOS, stored 

energy in CL losses.  

 

Figure 2.2 CMOS inverter for switching power analysis 

 

so the switching power of the inverter can be calculated with equation 2.1 [2]. 

Pdynamic-switching = αCLVdd
2f                                          (eq.  2.1) 

                              Where, CL = total Load capacitance 

                                           Vdd = supply Voltage 

                                           f = operating frequency 

                                           α = switching activity factor for the gate  

The switching activity factor α is the probability that logic gate’s output would 

be at logic one for the considered period of the operating clock. of the operating The 

parameter α depends on many factors like logic style, statistics of the input signal, 

boolean function of the logic gate. 

 

2.1.1.2 Short Circuit Power Dissipation 

 

Non-zero rise times and fall times in real circuits it causes to conduct both the 

PMOS and NMOS of the CMOS gate simultaneously. The short circuit current of 

CMOS inverter is shown in Figure 2.3. 
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Figure 2.3 Short Circuit current of CMOS inverter 

 

Short circuit current can be calculated using the equation 2.2, where constant 

K depends on the size of the transistors size and technology parameters, Vth is the 

threshold voltage, Vdd is the supply voltage,  is the rise or fall time of the input signal, 

and f is the clock/operating frequency. According to the equation 2.2 it is obvious that 

there is linear dependency between  and short circuit power dissipation. Hence 

reduction of transition times of input signals help to decrease the short circuit current. 

However a lesser short circuit current dissipation can be achieved with a increased 

load capacitance too [1]. But still, there is a tradeoff between this kind of short circuit 

current reduction method and a system performance because the propagation delay 

causes to increases with high load capacitances. 

 

Pshort-circuit = K (Vdd - 2Vth )
3 f                                     (eq. 2.2) 

 

2.1.1.3 Glitch power dissipation 

 

Unnecessary signal transitions which do not contribute to flow any useful 

information through the logic gates are recognized as glitches. Generated glitches and 

propagated glitches are the two major categories. If there is a time skew among the 

input signals which are reaching toward a gate, at the output, there is an obvious risk 

of having a generated glitch. If any output change occurred due to glitch reached to an 

input port, it causes to create a propagate glitch. The glitch percentage of a circuit 

which is comprised with many combinational gates depends on the logic function, the 

logic depth, and the gate fanouts of the circuit. 
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Figure 2.4 Multi-level NAND network for  a glitch at node E 

 

In Figure 2.4, When these two NAND gates have the same propagation delay and all 

A,B,C input signals arrive at the same time, the output net is suffered from glitching. 

This is shown in Figure 2.5 [1]. 

 

Figure 2.5 Signal glitch illustraion in a Multi-level CMOS circuit 

                       Source: Adapted from [1] 

2.1.2 Static power dissipation 

 

In CMOS leakage currents which are appeared when the system is idle are the 

main cause for static power dissipation. Theoretically, there shouldn’t be any power 

consumption in CMOS when there are no output transitions in logic gates (or circuit 

is idling). This is because, either one of pull-up or pull-down networks are always 

turned off which prevents static current flow. But in reality, always there is a leakage 

current which leads to some power consumption by CMOS gates. For the static power 

consumption, the contribution of a single logic gate is extremely small, but with 
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millions of such logic gates, the total leakage current becomes very significant. 

Further, as transistors gets more and more smaller in size the doping levels are also 

required to be increased causing a threshold voltage reduction which leads to 

increment in leakage current. 

Different mechanisms that contributes for leakage current in a short channel 

CMOS transistor are illustrated in Figure 2.6 [2]. 

 

Figure 2.6 Major Leakage Mechanisms in MOS transistor 

 

2.1.2.1 Subthreshold Leakage 

 

To reduce the dynamic power consumption as technology scales, Supply 

voltage is required to be lowered. Simultaneously the Threshold voltage(Vth) of the 

transistor also required to be lowered to maintain higher current density otherwise 

which affect the switching speed of the transistor. But, decrease in Vth scaling leads to 

increase subthreshold leakage currents. In weak inversion region of a transistor, the 

current flows between drain and source is referred to as subthreshold current. In weak 

inversion,  concentration of minority carriers of the MOSFET channel is almost zero, 

also the channel has no horizontal electric field. But because of drain to source voltage 

a small longitudinal electric field exists. Under this electric field, between the drain 

and the source of MOSFET carriers are moved by diffusion . This weak inversion 

diffusion current is the major contributor for the subthreshold current and which shows 

exponential dependency to both gate-to-source voltage(Vgs) and Vth. Equation 2.3 is 

the basic equation for subthreshold current calculation which is developed based on 

BSIM MOS transistor model [6]. 
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(eq. 2.3) 

  

Where I0 = Wµ0CoxVT
2e1.8/L, VT = KT/q is the thermal voltage, Vth is the threshold 

voltage Vds and Vgs are the drain, source and gate, source voltages. L and W are 

effective transistor Length and Width , Cox is for gate oxide capacitance, µ0 is the 

carrier mobility and n is the subthreshold swing coefficient. 

 

2.1.2.2 Gate Oxide Leakage 

 

With the aggressive device scaling many short channel effects like Vth roll-off 

and DIBL are also required to be taken care of and reduced [7]. So to decrease the 

effect of those short channel effects gate oxide thickness of  transistors are also 

reduced. With decreased oxide thickness the lateral electron field between  gate and 

bulk is risen causing to direct tunneling of electrons from bulk/source/drain to gate 

across the gate insulator generating gate oxide tunneling/leakage current. The gate 

oxide leakage current is modeled as in Equation 2.4 [2]. 

 

  

 (eq. 2.4) 

 

 

 

where W and L are the effective transistor width and length, A= q3/16π2h ϕox , 

B=4π√2𝑚𝑜𝑥 ϕox
 3/2 /3hq, mox is the effective mass of the tunneling particle ϕox is the 

tunneling barrier height tox is the oxide thickness, h is 1/2π times planck’s constant and 

q is the electron charge. Downscaling of gatelengths from 45nm shows significant gate 

current sometimes even larger than subthreshold currents in bulk CMOS. 

 

2.1.2.3 Reverse biased Diode Leakage 
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 When the p-n junction between drain and bulk of the transistor is reversed 

biased, it stills has a current conduction which is drawn from the power supply. This 

is know as the reverse saturation current or reversed biased diode leakage current. The 

reversed biased p-n junction current can be explained with the equation 2.5 [2]. 

 

                                            Ireverse = A. Js (e
qVbias/KT – 1)                                   (eq. 2.5) 

             where,  

                       Vbias  -  Reverse bias voltage across the junction 

                        JS -  Reverse saturation current density 

                        A - junction area.  

                        T – temperature  

With a minimized junction area it is possible to maintain lower reversed biased 

diode leakage. It has exponential dependency with temperature while Js also 

significantly increases at high temperatures.  

This thesis is focused on the Leakage power reduction through reduction of 

leakage current. In that case as subthreshold current and gate leakage current are the 

more significant contributors for leakage, we focus on reduction of both subthreshold 

and gate leakage currents. 

 

2.2 Technology Scaling 

 

As Moore’s law explained ‘number of transistors per square inch doubles with 

every 18 months’ from 1960s CMOS technology is down scaling at a rapid rate. To 

have a high level of integration, it requires to have a reduction of major dimensions of 

a typical MOSFET while increasing the doping level. Figure 2.7 illustrates the 

dimension scaling with scaling factor S [1]. There are two types of scaling strategies 

for MOSFETs. Those are constant field (CF) and constant voltage scaling(CV). In CF, 

power supply together with vertical and horizontal dimensions of the transistor along 

are scaled down by a factor of S. Meanwhile it requires to increase doping densities 

by the same factor S to maintain magnitude of required electric field. In CV both 

terminal and power supply voltages are remained unchanged while increasing the 

doping densities by a factor of S2  so that it can maintain the charge-field relation. 
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Figure 2.7 MOSFET Scaling with scaling factor S 

                             Source: Adapted from [1] 

Table 2.1 summarizes the scaling factors of MOSFET for all key dimensions 

and doping densities and power supply for above mentioned two scaling strategies [1]. 

 

Parameter   Constant Field (CF) Constant Voltage (CV) 

Channel Length (L) 1/S 1/S 

Channel Width (W) 1/S 1/S 

Gate Oxide thickness (tox) 1/S 1/S 

Junction Depth (xj) 1/S 1/S 

Power supply Voltage (VDD) 1/S 1 

Threshold Voltage (Vth) 1/S 1 

Doping Densities (NA , ND) S S2 

Oxide Capacitance (Cox) S S 

Drain Current (ID) 1/S S 

Delay (τ) 1/S 1/S2 

Power dissipation (P) 1/S2 S 

Leakage Power (Pleakage) Exp 1 

Power density (P/Area) 1 S3 

Power delay product  1/S3 1/S 

 

Table 2.1 MOSFET device scaling characteristics 

 

2.3 CMOS Leakage Power Reduction Techniques 
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In this subsection we study commonly available techniques for power reduction. 

2.3.1 transistor Stacking  

 

When two or more series-connected transistors become “off” state, this is 

known as an off transistor stack which results to conduct a low leakage current in idle 

mode due to the self-reverse biasing effects. Figure 2.8 shows a 2 transistor stack. 

When both transistor M2 and M1 are turned off,  because of the small drain current, 

the intermediate node voltage Vx is positive. As a result,  

• Vgs1 which is the Gate-to-source voltage of M1 transistor becomes negative 

causing subthreshold leakage reduction 

• Negative body-source voltage (Vbs1) of transistor M1, increases the threshold 

voltage (Vth) of M1 which leads to subthreshold leakage current reduction 

• As drain--source potential (Vds1) of M1 decreases, due to the DIBL effect Vth 

of M1 get increases, and hence subthreshold leakage is reduced. (less Drain 

Induced Barrier Lowering) of M1, reduces the subthreshold leakage. Vx 

 

Figure 2.8 Two NMOS off-transistor stack 

 

2.3.2 Dual Vth Partitioning 

 

Since multiple threshold voltages are provided for transistors, a dual Vth 

process can be introduced to design circuits so that low Vth cells can be used to build 

critical timing paths to achieve higher performance  while high Vth cells can be used 

to build non-critical timing paths for low leakage power consumption [2].  
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Figure 2.9 Dual Vth Partitioning scheme 

 

2.3.3 Reverse Body Biasing 

 

Consider a NMOS transistor where substrate is biased with a higher voltage 

than its source voltage. In this case transistor is reversed body biased due to which 

transistor threshold voltage is increased which leads to a leakage current reduction of 

transistor. The Relationship between transistor threshold voltage and the body effect 

is illustrated with equation 2.6 [8]. 

                                                                                                        

                                                                                                                          (eq. 2.6) 

 

Where, VBS is the source body/substrate voltage, VT0n is the threshold voltage when 

VSB=0, ϕf  is a physical parameter (2ϕf≈0.6V for NMOS and 0.75V for PMOS) and γ is 

a process parameter called body-effect parameter (γ≈0.4V1/2 for NMOS and −0.5V1/2 

for PMOS). 

2.3.4 Variable Threshold CMOS (VTCMOS) 

 

Variable Threshold CMOS (VTCMOS) is a circuit design technique developed 

to reduce standby leakage currents in low VDD and low Vth applications. This uses the 

concept of reverse body biasing to achieve leakage reduction. In this case the CMOS 

circuit operates as usual with the expected performance in the active mode but in the 

standby mode, a substrate bias voltage is generated using a separate control circuit. 

Due to this generated bias voltage, reversed body biased effect is experienced by the 
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circuit causing a leakage reduction. Figure 2.10 shows VTCMOS concept for Inverter 

Circuit [2].  

 

Figure 2.10 VTCMOS for standby leakage reduction 

 

2.3.5 Minimum Leakage Vector(MLV) 

 

Based on the different input combinations same combinational logic gate 

shows different leakage currents. This is basically due to the transistor stacking effect 

which causes a subthreshold leakage reduction. In addition, the location of off 

transistors causes to generate different gate leakages [13]. Table 2.2 shows the leakage 

subthreshold leakage of NAND gate in 130nm process [2].  

Input vector Subthreshold leakage current (nA) 

00 3.94 

01 15.25 

10 13.65 

11 4.57 

 

Table 2.2 subthreshold leakage current of NAND gate in 130nm process 

 

So in the standby mode if it is possible to feed the MLV for the circuit the 

leakage current can be reduced. But for a large combinational circuit finding the MLV 

is challengeable. So MLV concept is used together with some other approaches like 

gate modifications for leakage reduction. This concept is one of the basis for our 
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research from which we extend our method for more power reduction. This method is 

more studied in chapter 3. 

2.3.6 Multi Threshold CMOS 

 

In MTCMOS, low Vth cells are used for logic circuit design and high Vth 

transistors are used to isolated permanent voltage supply from the logic circuit. 

Turning these high Vth transistors in standby mode causes reduce leakage power [2]. 

Though it has the advantage of having a leakage reduction, state loss in and after 

standby mode is major drawback. Sametime added gating transistors causes to add an 

extra area. Figure 2.11 shows the MTCMOS structure for simple combinational circuit. 

In original MTCMOS concept both PMOS and NMOS are used sleep transistors as in 

2.11.a. But there two different versions through which also a significant leakage 

reduction can be achieved as shown in 2.11.b and 2.11.c. 

 

Figure 2.11 MTCMOS technique for leakage power reduction 

 

2.3.7 Power gating 

 

The MTCMOS technique is the basis for the power gating. In Power gating, 

PMOS or NMOS transistors are used as sleep transistors which are inserted in between 

permanent power supply and logic gates. In active mode these sleep transistors 

switched on while in the standby mode those are switched off causing a reduced 
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current flow. We use this power gating concept with MLV in our research to have 

standby power reduction. This concept is more examined with Chapter 3. 

 

2.3.8 LECTOR concept 

 

LECTOR technique helps to reduce both standby leakage power as well as run 

time leakage power. With LECTOR two high threshold voltage transistors called 

leakage controller transistors(LCT) are inserted in between pullup and pulldown 

network of a logic gate so that PMOS LCT is directly connected to the pullup network 

and NMOS LCT is directly connected to the pulldown network. Once inserted for any 

input vector of the logic gate once of these LCTs are always closer to its cutoff voltage. 

As a result the resistor between VDD and GND increases. Hence a reduction in leakage 

current. Figure 2.12 shows the LECTOR concept [9]. 

 

 

Figure 2.12 LECTOR technique for leakage reduction 
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3. ANALYSIS OF MLV, POWER GATING AND DATA 

    RETENTION 

This chapter thoroughly studies the techniques/concepts which are the basis for this 

research. 

3.1 Minimum Leakage Vector 

 

The MLV concept is introduced in chapter 2 subsection 3.5. The basic idea is 

to maintain the input combination for a combinational circuit which causes to dissipate 

the lowest leakage power when the circuit is idling. Though finding MLV for basic 

combinational logic circuit like NAND, NOR, AND, OR is easy, it is big challenge 

for large combination logic circuit which consist of millions of basic logic gates 

because it is difficult to find a common input vector for whole combinational circuit 

which leads to cause the MLV for each internal basic logic gates. Hence even after 

applying the MLV for large combinational logic some other methods are used in 

combination. Some of the approaches that researchers are investigated can be listed as 

follows. 

3.1.1 Chose best input vector from set of Random vectors 

 

Input sufficient number of randomly chosen input vectors for the inputs (here 

the inputs refer   to primary inputs as well as sequential outputs which feed to 

combinational logic) of combinational circuit and chose the vector which gives the 

minimum leakage power. As per the previously research, for a large circuit the best 

MLV can be chosen with 10,000 distinct random vectors with 99% confidence that the 

vectors with less leakage is less than 0.5% of the entire vector population. Even with 

this chosen best vector the circuit still possess 15%-17% gates in worst leakage state 

[11]. 

3.1.2 Combination of Random MLV and Gate modification 

 

Chose the best input vector for leakage reduction through a random search as 

above 3.1.1 and modify the worst leakage gates so that in the standby mode they give 

a low leakage while preserving the normal mode functionality of those gates as it is. 

This modification is done only if overall power reduction due to this modification of 
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the gate itself and its fan-out gates are lesser than existing leakage. Once modification 

is confirmed then it requires to check the outputs of gates in the fan-out of the modified 

gate, and if any output change, add that output changed gate as worse case gate and 

add that to worse gate set so that algorithm will run for that gate also [12]. 

3.1.3 Dynamic programming based approach 

 

Divide the Combinational circuitry into tree circuits and for each tree circuit 

identify the MLV using dynamic programming.  When combining those tree circuits, 

it requires to resolve the conflicts in the combining branches; That is, say we have a 

net ‘A’ appears as the input of tree circuit-2 and by dynamic programing the value ‘0’ 

is assigned to this net to contribute as a bit of minimum leakage vector. The same net 

‘A’ can be the output the of tree circuit-1. So once apply the its own MLV for tree 

circuit-1, this net ‘A’ achieves the value ‘1’. When combining these two tree circuits 

it introduces a conflict for net A which occurs once MLV applies. The conflict can be 

resolved by modifying the driver of net A so that with the input of standby signal it 

outputs the value ‘0’ which is required input value for MLV of tree circuit-2 [13].  

Figure 3.1 shows a usage of new logic gate to combine two tree circuits so that both 

tree circuits prevail their MLVs in standby mode. 

 

Figure 3.1 Logic Insertion to combine tree circuits to feed MLV in standby Mode 

 

3.1.4 Use of optimization algorithms  

 

Usage of optimization algorithms to find a better MLV for combinational 

circuit based on a randomly chosen initial input vector. After modelling the MLV 

assignment problem as an optimization problem, Researchers have used many 

heuristics to obtain a better optimized MLV. Genetic Algorithms, Differential 
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evolution, and particle swarm optimization are some of the attempts tried out in the 

literature [14], [15]. 

3.1.5 MLV feeding Mechanisms 

 

3.1.5.1 Using blocking logic 

 

Here at the output of registers/primary inputs a combinational gate introduced 

so that in the standby mode the output this combination logic gate feeds the required 

MLV vector digit from its input flop. For example, in the standby mode if this flop 

requires to output ‘0’ as a part of MLV at output of flop the AND logic shown in Figure 

3.2 can be introduced at the output of the flop [16]. 

 

Figure 3.2 Using Blocking Logic to feed value ‘0’ at flop output 

 

3.1.5.2 Using a Mux 

 

In the Standby mode, the mux will feed the MLV to the combinational logic 

circuitry while in the normal operation MUX outputs the value which is fed by relevant  

 

Figure 3.3 Using MUXes to feed MLV 
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driving flop of it. Figure 3.2 shows this MUX based logic [16]. 

 

3.1.5.3 Using scan chain 

 

 

Figure 3.4 Scan Chain for initializing Flops 

 

Just before switching into standby mode the scan chain is enabled and the MLV 

is shifted accordingly through the scan chain [16]. In this approach all the inputs for 

the combinational logic of the circuit are assumed to be obtained through flops. But 

the problem with this approach is the flop values which were latched before going into 

standby mode are got replaced by the MLV values for the standby mode [10]. Refers 

to Figure 3.4, the MLV can be fed from Scan In port after asserting scan enable and 

using the clocking of CLK. 

3.1.5.4 Using Scan Enable and First level gating 

 

To enable standby mode, instead of using separate signal, with these approach 

researchers have used scan enable signal to switch in to standby mode. As circuit is 

switching to scan mode, the immediate fan-out (level-1 fan-out) combinational logic 

gates are power gated and for their output the relevant minimum leakage values are 

fed. With this approach problem with losing the stored data of flops has been resolved. 

With this approach problem with losing the stored data of flops has been resolved. The 

pullups and pull downs to feed MLV can be reduced by reducing the fan-out of flops. 

Figure 3.5 shows the First level gating concept [17]. As part of MLV value ‘0’ is fed 

with a NMOS pull down at out1 whose control signal is ‘GATING CONTROL’ itself. 
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Figure 3.5 First Level gating concept 

3.1.5.5 Use a NAND / NOR logic instead of last stage inverter of the flop 

 

In the Figure 3.6 it shows how flop can be modified to feed the expected value 

for the MLV from this flop. With this, it can be seen the output inverter is replaced 

with NOR gate so that this NOR gate has ‘Standby’ signal as another signal.  

 

Figure 3.6 Flop’s Output Buffer Modification to Feed value ‘1’ for MLV 

 

Hence in the Standby mode the flop always outputs value ‘1’ irrespective of the stored 

value within it [18]. 

3.2 Power Gating 

 

As already introduce in 2.3.7 the power gating is the processes of disconnecting 

the power rails from the logic gates/circuit in the sleep/standby mode. Figure 3.7 shows 
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the basic concept of using header and footer switches in Power gating. Turning off the 

sleep transistors provide reduced leakage due to two major reasons. First, the reduced 

width compared to transistors being gated causes to provide a reduction in leakage 

current drawn from the supply in standby mode of the circuit. of the sleep transistor is 

usually less than total width of transistors being gated. Second reason is the stacking 

effect of transistors (which explained in 2.3.1) due to which a reduced leakage current. 

 

Figure 3.7 Use of Header and Footer Switches in Power Gating 

 

In implementation Perspective, power gating can be divided into two categories; Fine 

Grain Power Gating and Coarse Grain Power Gating [19]. 

3.2.1 Fine Grain Power Gating(FGPG) 

 

With Fine grain power gating, a sleep transistor is also included with every 

standard cell. As a result the chip area is increased. With FGPG, power gating is done 

individually for each cell due to which hard to resolve problems like inter-cluster 

voltage variations are occurred. Since sleep transistor is part of a standard cell, standard 

cell designers/IP vendors should taken care of the challenges in sleep transistor design. 

With the existing tools these kinds of cell designs are also handled for implementation 

and validate for typical rules of standard cell designs. 

 

3.2.2 Coarse Grain Power Gating(CGPG) 

 

Though in FGPG, it inserts sleep transistor for each cell with CGPG set of sleep 

transistors are inserted in a ring style or grid style for a complete chip or module which 
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encapsulates millions of standard cells. There standard cells are driven with virtual 

power networks as sleep transistors are appeared in between permanent power network 

and virtual power network. So power gating/sleep transistors are parts of power 

network rather than being a part of standard cells. Two implementation structures of 

CGPG can be explained as follows. 

• Based on Ring of sleep transistors [19] 

The sleep transistors are inserted around the module which should be power 

gated and the power gates are switched as a ring. Compared to grid style this 

method can be easily implemented. 

• Based on Columns of sleep transistors [19] 

Instead of inserting the power gates around a module, with this 

implementations sleep transistors are inserted within the module constrained to 

identified grids/columns. High metal layers are provided with permanent 

power while virtual power networks are in lower metal layers. Reduced IR drop 

is a main advantage of this method compared to ring style. 

 

3.2.3 Power Gating Parameters 

 

To implement the power gating successfully it requires to consider following 

parameters with their values carefully [19]. 

• Size of the Power Gate: 

The size of the power gate must be selected to handle the amount of 

switching current at any point of given time. The gate must be bigger such that 

there is no measurable voltage drop due to the gate. The size of the gate is 

selected to be around 3 times of the switching capacitance as a Rule of Thumb. 

The Designers can also choose header (PMOS) or footer (NMOS) gate for the 

designing circuits. For the same switching current NMOS footer gates are to 

be smaller in area. Switching current can be accurately measured by using of 

Dynamic power analysis tools and can predict the size for the power gating. 

• Slew rate                                                                   

 Slew rate is an important parameter to determine power gating 
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efficiency in power gating. It takes more time to switch off and switch-on the 

circuit when the slew rate of the controlling signal increases. 

• Switching Capacitance 

If a large amount of the circuit is switched simultaneously, the resulting 

"rush current" can compromise the power network integrity due to which the 

switching capacitance is identified as a critical design parameter for power 

gating. In order to prevent undesired rush current the sleep transistors are turn 

on sequentially or in a distributed manner. 

• Leakage of Power Gate: 

Power gating is implemented by using the active transistors to maximize 

power savings the attention should be given to leakage power of power gates 

also. 

 

3.2.4 Drawbacks in power gating 

 

These are the major drawbacks with power gating technique. 

3.2.4.1 Large wakeup times after power gating 

 

After gating the internal nodes of the gated module is in floating/non-

deterministic logic states. If this is Footer based gating once GND is connected, the 

partially charge output capacitances of gates start to discharge at once which causes a 

ground bounce which takes couple of nano seconds or sometimes milliseconds to settle 

down in deterministic logic states. In addition, an additional time is required as power 

is connected back in sequential fashion to avoid circuit damages due to high currents 

which might be flown otherwise this sequential power up is not implemented. These 

causes to increase the wakeup time after power gating which is undesired. 

3.2.4.2 Problem with state retention 

 

With power gating internal register states get loses. Hence addition circuitry is 

required to retain the prior power gating stage after the system wakeup after power 

gating. 
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3.2.4.3 performance drop due to on resistance 

 

Due to the on resistance of the gating transistors, in the active mode of the 

circuit there is a IR drop from the actual supply voltage of the circuit. This supply 

voltage drop increases the propagation delay of logic gates hence the performance 

drops.  

3.2.4.4 Challenges in sleep transistor design 

 

The optimum transistor size, required number of sleep transistors are important 

to maintain a better performance and reduced standby leakage power of the entire 

circuit. 

3.2.5 Zig-zag power gating 

 

In Zigzag power gating a predefined input vector is fed to the combinational 

logic circuit just before power gating. Since this is a predefined vector we know the 

output voltage values of each logic gate. So if the output of logic gate is ‘1’ we can  

 

Figure 3.8 Zigzag power gating 

 

implement VSS gating without any output data change. And if the output of the logic 

gate is ‘0’ we can do the VDD gating without losing the output logic states of the logic 

gate. And this kind of power gating causes to very less wakeup time compared to 
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typical power gating as there are no any floating logic states within the circuit once the 

power is fed back. Power gating done in this manner is called the zigzag power gating 

technique which is illustrated in Figure 3.8 [21]. 

3.3 Data Retention 

 

As mentioned in 3.2.4.2 with power gating states of the gating module/values 

which were there in flops before power gating lose once power gating happen. Hence 

if the state should be retained after the power gating either the desired flops should not 

be power gated or some extra low power consuming circuitries should be added to the 

existing circuit to preserve the state even when the module is power gated as it is in 

sleep/standby mode. Here we are interested in data retention in registers/flip-flops. 

When considering retention registers there are three commonly used retention register 

types [20]. 

3.3.1 Single Control Live Save 

 

In single control live save, standard master slave flip-flop is used with minimal 

modification to retain the state. Master latched which is built upon fast Low Vth 

transistors are power gated. Slave latched is always powered on which is designed with 

high Vth transistors. AND gate is used to isolate clock input during power down. 

Figure 3.9 illustrates the Single Control live slave concept. Three state buffers (T1) 

between latches are there to isolate slave input. In Figure 3.9 NRETAIN is the control 

signal to retain the saved value after power gating. 

Minimal area usage of single control signal are the advantages of this method. 

Slow save latch, longer input data hold time, need to make sure clock is low when 

restoring data are some disadvantages of this mechanism. 

3.3.2 Dual Control Balloon  

 

Here standard master-slave latch is used with added retention Latch. Retention 

latch which is built with high Vth transistors are always powered on. There are two 

Control signals called SAVE and NRESTORE. The Dual Control Balloon technique 

is illustrated in Figure 3.10. Minimal leakage power, almost no performance loss 

compared to non-retaining flip-flop and Clock phase independent restore are the main 
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advantages of this method. Area increment, compared to live-slave and using two 

control signals are the main two disadvantages. 

 

Figure 3.9 Single Control Live Save 

   Source: Adapted from [20] 

3.3.3 Single Control Balloon 

 

Here also Retention latch built with high Vth transistors is used. Same Control 

Signal NRET (as shown in Figure 3.11) is used to save during run time and restore on 

edge. Retention latch inputs are isolate by Three state buffers. Almost minimal leakage 

power, almost no performance loss, compared to non-retaining flip-flop, Clock phase 

independent restore and reduced system level dynamic power due to only one control 

signal network are the major advantages of this mechanism. Area increment compared 

to live-slave is a disadvantage of this method. 
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Figure 3.10 Dual Control Balloon for State Retention 

              Source: Adapted from [20] 

 

 

Figure 3.11 Single Control Balloon for data retention 

  Source: Adapted from [20] 
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4. METHODOLOGY AND TEST RESULTS 
 

4.1 Research Approach 

  

As already explained in the Section 3.1 Minimum Leakage Vector(MLV) is a 

leakage power reduction technique which reduces the leakage currents based on the 

input vector fed to the inputs of the combinational logic gates. Table 4.1 shows the 

subthreshold and gate leakages for 2 input NAND gate. The simulations were done 

based on nangate 45nm library [3] [22].  In Table 4.1, A1 is the input of NMOS 

transistor directly connected to gate output. According those results it seems that most 

of the time gate leakages are more significant than subthreshold leakages of gates. At 

the same time, we can clearly see based on the inputs of gates and their ordering the 

leakage current varies.  

Input Vector(A1A2) 00 01 10 11 

Subthreshold 

leakage(nA) 

0.45 6.54 3.153 7.04 

Gate Leakage (nA) 2.5 15.8 0.4 26.52 

 

Table 4.1 Subthreshold and Gate Leakages of 2 input NAND gate 

 

Not like for simple logic gates, Finding the MLV for a large combinational 

circuit is difficult because the best possible vector for many logic gates might be not 

the best for some other gates and hence the latter mentioned gates causes a high power 

consumption even after applying MLV.  Hence in the literature researchers have 

carried out many approaches to feed an input vector which causes a less leakage power 

for these highly leaky gates also. For that they either have added new gates or have 

done modifications to the existing gates so that in the standby mode these gates to less 

leaky. Adding a new gate so that it causes to feed the MLV for a high leaky gate only 

is not better because this newly added gate and desired high leaky gate collectively 

might give a higher leakage though now highly leaky gate’s individual leakage value 

reduces. Hence they have always considered for an overall leakage reduction around 

that high leaky gate after adding this new gate for leakage reduction by feeding the 
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changed output value to some other nearby gates also. Even in the gate modification 

they have concerned about the same matter. 

Since power gating always cause to have leakage power reduction our initial 

thought was to treat these gates with power gating so that output of the gating gate is 

still preserved as it is due to which there is no effect for other less leaky gates a no 

output change. And we can use the same gating transistor to provide the power gating 

for some other gates which outputs the same value as high leaky gate which causes to 

have more power reduction. In the sense of MLV we still require to do some change 

for the input of this leaky gate to have better power reduction. Normally the high leaky 

input vectors are the vectors which contains higher number of logic ‘1’ compared to 

logic ‘0’. So if we can do the VDD power gating for driver of this high leaky gate who 

feed logic value ‘1’ then we can feed a logic value close to ‘0’. With this idea we are 

encourage to do VDD power gating around high leaky gates. But the highly reduced 

output voltage of drivers causes to change the output values of the VDD gated gates. 

Figure 4.1.a shows CMOS NAND gate who was identified as a high leaky gate after 

feeding MLV, which is driven by an inverter. 4.1.b shows the VDD gating of the same 

2 input NAND gate with the driving inverter. In Figure 4.2.a it shows the same NAND 

gate which driving more load than 4.1.a. Figure 4.2.b illustrates the VDD gating of 

desired NAND gate in 4.2.a with its driving inverter. Figure 4.2.b circuit is augmented 

by adding a partially pullup to ‘inv_out’ in 4.2.c.   

 

Figure 4.1 VDD gated NAND with its driver 
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Figure 4.2 partial pullups in standby mode for VDD gated NAND gate 

 

Inspired from the concept of LECTOR which is described in chapter 2 

subsection 2.3.8, we can still maintain the same output level of NAND gate in Figure 

4.1.b even with the power gating same as 4.1.b. But according 4.2.b when the driving 

capacitance of NAND gate increases the output voltage level increases from expected 

logic value ‘0’ which is undesired. Circuit in Figure 4.2.c is obtained by adding a 

partially pullup to ‘inv_out’ in 4.2.b. so Even with the driver gating and loading a 

higher capacitance load, by providing a near threshold voltage for the gated driver’s 

output we can still maintain the output voltage logic levels as expected. Partially 

reduced supply voltage inputs for a gate of a logic gate considerably reduces the gate 

leakage. Actually Figure 4.2.c shows how we can do the power gating of prospective 
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gates including driver while providing a partially cut down supply voltage to the gated 

driver output. To provide only a partial voltage we have used a NMOS transmission 

gate as shown.  

Circuit   Vinv_out 
  (V) 

Vnand_out 
(V) 

Gate Leakage at 
A1 
    (nA) 

Gate Leakage of 
partially pullup 
NMOS (nA) 

4.1. a    1.1  0.00010  13.337  NA 

4.2. a    1.1  0.00014  13.38  NA 

4.1. b    0.02  0.095  0.0716  NA 

4.2. b    0.097  0.1828  0.03417  NA 

4.2. c    0.4997  0.00012  0.4955  0.116 

 

Table 4.2 output voltage and gate leakages with power gating in standby mode 

 

  According to the results of spice simulations of circuits in Figure 4.1 and 4.2 

we can see the gate leakages can also be reduced while maintain the load output as it 

is with partial pullups. Table 4.2 Summarizes these details. 

So We are introducing three important terms which is frequently used in 

upcoming sections of the thesis. 

Gated Group:  The group which is formed by a set of logic gates whose output is 0 if 

their logic type is NAND NOR or NOT or whose output is ‘1’ if their logic type is 

AND type, OR type or BUFFER type and the selected drivers for the desired high 

leaky logic gate after feeding the MLV for the whole combinational circuitry of the 

circuit. All the gates of this gated group are constrained by 4.1.1 so that it makes easier 

in power planning and placement. 

Decayed Net: The output net of a driver which belongs to above gated Group.  

Partial Pullup: A NMOS transmission gate who gets VDD as input and whose output 

drives above Decayed Net. 

In Figure 4.2.c the net ‘inv_out’ is a decayed Net. The Gated NAND gate and 

inverter are the elements of Gated group. Partial pullup is also shown in the same 

Figure 4.2.c. 

4.1.1 Same level VDD gating to form Gated Groups 

 



35 
 

Here the same level is defined with respect to a given high leaky gate identified 

after feeding MLV to the combinational logic. The logic gates which are appeared as 

directly connected loads of a decayed net are the same level gates. In addition to chosen 

high leaky gate and drivers of decayed nets these same level gates are the only possible 

logic gates which comes for a gating group. But partial pullups can also be in the Gated 

group based on implementer preference. Due to this same level VDD gating constraint 

as already mentioned the all the gates within gated group can be placed within the 

same row with driver itself with a less placement constraint. Figure 4.3 shows how this 

Gating group is can be physically implemented.  

 

Figure 4.3 Physical placement of a Gated Group and partial pullups 

 

4.1.2 Power reduction of immediate Fan-out gates of Decayed Nets exterior to 

Gated Groups 

 

The same level gates which doesn’t belong to the gating group (gates in Figure 

5.2) are having an additional advantage with their gate leakage reduction due to logic 

‘1’ driver gating even with partially pulled up by partial pullups. 

With this basic idea we modify the flops to feed MLV. With the same 

modification we achieve some flop power reduction also while preserving flop 

previous states so that system state can be retained. We augment the same feeding 

method so that it can Feed MLV while circuit is in scan mode redirecting scan chain 

through inverted flop outputs (QN) assuming the combinational logic is always fed 

with usual flop output Q. 
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4.2 Timing/Performance Considerations of Gated Groups 

 

System performance is a major concern in VLSI design. After initializing the 

system based on user inputs the system outputs should be available as soon as some 

other component of the system wants to have it. So there is maximum delay defined 

for a timing path in between any two sequential elements/flops or in between selected 

input and output. This is defined as ‘Required time’ defined with respect to the system 

specifications. The ‘required time’ is constrained by the clock speed of the system and 

hence for any timing path in between two sequential elements the logic gate delays 

plays a major role which is why static timing analysis is done. So it is important to 

have some more time than all the required times for logic gates driving flop and 

receiving flop. This additional available time is known ‘positive slack’ which is 

desired.  The Slack is defined as in equation 4.1. 

Slack = [Clock cycle time – (hold time of sending flop + setup time of 

receiver +      combinational logic delays in timing path)]     (eq. 4.1) 

Propagation delay of logic gates are the major contributor for combinational logic 

delay in a timing path. 

4.2.1 propagation delay 

 

A change of input logic levels for a logic gate causes to change the output logic 

level of a signal. Propagation delay of a logic gate is the time it takes to change the 

output level of the gate as input logic level changes. The transition of output signal can 

be low to high or high to low. As input changes if the gate output changes from low 

logic level to high logic level that is called low to high propagation delay (tPLH) .With 

a input transition if the gate output logic level changes from high to low logic level 

that is called high to low propagation delay (tPHL).  

The Figure 4.4 illustrates the tPLH and tPHL for a CMOS inverter. For all signal 

transitions, as logic level crosses 50% of the voltage which is for ‘logic high value’ is 

chosen as the reference point to measure propagation delays. 
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Figure 4.4 Hight to low (tPHL) vs low to high propagation delays (tPLH)  

 So the average propagation delay(tp) of the inverter is calculated as in Equation 

4.2 [23]. 

    (eq. 4.2) 

                                                                                                                                                                      

Based on the electrical characteristics of the CMOS inverter, the low to high 

and high to low propagation delays of CMOS inverter are calculated with equation 

4.3 and equation 4.4 respectively [23]. 

                 (eq. 4.3) 

 

   

             (eq. 4.4) 

Where, VDD = Supply Voltage 

Wp, Wn = widths of PMOS and NMOS transistors respectively 

CL   = Load Capacitance 

VTp, VTn = Threshold voltages of PMOS and NMOS respectively 

Lp, Ln = Gate Lengths of PMOS and NMOS respectively 

Cox = Gate capacitance 

Power gating causes a voltage to drop across the gating Transistor even in the dynamic 

operation mode of the system due to the on resistance of gating transistor.  
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In our Research though we don’t do the power gating of whole module logic 

gates in the Gated group are subjected to supply voltage drop as many gates in the 

Gated group are changing output logic states from 0 to 1 causing charging the output 

capacitances of those gates wit drawing the current form supply. According to the 

equations 4.3 and 4.4 as the supply voltage decreases the propagation delays of the 

gates get increase causing a performance drop of the circuit. So if the circuit is 

expected to operate with a 10% performance drop when the supply voltage is 1.1v, 

when all the other factors are constant the maximum allowable voltage drop is 0.1v as 

for the logic gates through the gating transistor it provides 1.0v. 

In our work as the gating transistor we use typical/normal threshold PMOS 

transistor with width 0.63um and length 0.005um which is equivalent to pull up 

transistor of a inverter in the 45nm nangate library. With that transistor we ensure to 

maintain a maximum 0.1v voltage drop so that the maximum performance drop is 10% 

which happen only when all the gates in a timing paths are belong to gating groups 

and each group possess it’s maximum allowable number of gates. But this situation 

happens very rarely because all the worst case gates are not appeared sequentially. 

Because of this performance drop is almost always lesser than 10%.  

4.2.2 How maximum Gated group size is decided 

 

The Gated group size is all the transistors which belong to a gating group 

except gating transistor and partial pullup transistors. We have added different types 

of logic gates to a group and as the loads of their outputs, added a separate set of gates 

which are not under gating group and under the non-gated supply. (Say this is setup -

1) For a given moment the maximum current is drawn from the gated supply when all 

the outputs of the gated group transistors are charged to logic ‘1’. So with different 

kinds of such setups with the help of spice simulations we identified that we can have 

up to logic gates which are equivalent 75 inverters with drive strength ‘1’ in the sense 

of gate capacitance. Figure 4.5 shows the logic outputs of different kinds of gates in a 

Gated group as circuit is in dynamic operating mode and all the loads of the gates of 

gated groups are drowning currents from the power supply. Figure 4.6 shows the logic 
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outputs of same gates when those are not in a Gated group We have included the 

related hspice program in the appendix.  

 

Figure 4.5 Outputs of Gated NOR3_X2, INV_X2, NAND2_X2, OR2_X2, 

AND2_X2, BUF_X2 in dynamic operation in when Gated Group has maximum 

possible capacitance 

 

 

Figure 4.6 Outputs of NOR3_X2, INV_X2, NAND2_X2, OR2_X2, AND2_X2, 

BUF_X2 in while those not within a Gated Group 
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So According to equation 4.4, as vdd drops from 1.1v to 1.0v 28% propagation 

delay increment is experienced by PMOS when it has a threshold voltage of 0.471v. 

For a given timing path  the worse case happens when all the gates belong to different 

Gated groups. So when design is synthesized, 0.28ns input delay is added so that it 

always maintain 0.28ns positive slack and hence timing constraints are preserved. Here 

in all simulations our system clock period was 2ns. Assuming half othe elements of 

the timing paths are in gated Groups we decided above 0.28ns value. Normally for a  

given timing path all the gates can’t belong to Gated Groups. Hence this additional 

slack is always act as an upper bound.  

4.3 Methodology 

 

This section presents all the major steps carried out in through the Research. 

We have used the nangate 45nm open cell library which is developed based on 45nm 

BSIM4 model card for bulk CMOS in transistor behavior modelling. We have used 

five selected benchmarks from ISCAS89 benchmark suite to test our algorithms, 

circuit and gate level modifications with fast spice simulations using Synopsys XA. 

Table 4.3 shows some important statistics for chosen benchmarks. All the flops in 

every benchmark is connected to one scan chain. 

 

Benchmark Number 

of Inputs 

Number 

of 

outputs 

Number 

of D 

Flipflops 

Number of 

Inverters/buffers 

Number of 

(NOR + 

NAND + OR + 

AND) gates 

S298 3 6 14 44 75 

S953 16 23 29 84 311 

S9234 36 39 211 3570 2027 

S15850 77 150 534 6324 3448 

 

Table 4.3 Important statistics for the four ISCAS89 benchmarks used throughout this 

Research 

 

4.3.1 Synthesize the Benchmarks with Synopsys design compiler (DC) 
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 NangateOpenCellLibrary_typical_ccs.lib standard open cell library was 

convertered to DC compatible ‘.db’ format (NangateOpenCellLibrary.db) by using the 

synopsys library compiler. To synthesize a selected benchmark, as the input for the 

design compiler we have given, the Verilog file of the selected benchmark, synopsys 

design constraint file (sdc) and NangateOpenCellLibrary.db. Some of the used input 

constraints are Clock period 2.5ns (400MHz clock speed), clock Latency 0.1ns and 

minimum IO delay 0.2ns. We have set the operating temperature as 250C and operating 

voltage is set to 0.95V as decided according to the explanation in section 4.2. 

Then the benchmarks are synthesized so that in the synthesized netlist it 

contains only the Flip flops and the 6 basic combinational logic gate types; That is 

INVERTER, NAND, NOR, BUFFER, AND,OR gates. Those are the only elements 

from which original benchmarks are comprised with. Figure 4.7 shows the Synthesized 

netlist of s298 benchmark. The synthesized netlist also can be dumped into a text file 

of Verilog format. (say this file is s298Synthesized.v) 

 

Figure 4.7 DC compiler synthesized Netlist of s298 benchmark 

 

4.3.2 Find the minimum leakage vector from randomly generated 100 vectors  
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• Added power related information to the synthesized netlist using its dumped 

Verilog file. For this We have used a shell script which is included the 

Appendix 

• Convert the DC synthesized netlist with augmented power information to 

hspice Using ‘nettran’ command available with synopsys Hercules tool.  

         To convert the s298synthesized.v in 5.3.1 the following command is used. 

“Nettran -verilog synthesizeds298.v -cdl ../libs/spice/nangateCustom.cdl -

outType     spice -outName s298subthres.sp -verilog-b0 VSS -verilog-b1 

VDD” 

In above nangateCustom.cdl contains the hspice netlists for basic logic gates 

and Flipflops which are used to synthesize the benchmark. 

• Generate 100random vectors so that each vector contains number of digits 

equal to [number of registers + number of inputs] of the desired benchmark 

For example, if it s298 each vector should contain 17 digits as it has 14 flops 

and 3  inputs. 

• Spice simulation to measure leakage current for each randomly generated 

vector 

To initialize the flip-flops with relevant digits from the input vector we 

use the scan chain. The scan shift is carried out with slower clock (200MHz) 

compared to normal operating clock (400MHz). To assign relevant MLV logic 

values for input ports we use a vector file (.vec file format). A sample file for 

s298 design is included in the Appendix. To do fast spice simulations we use 

synopsys XA tool. And for each test vector we measure the current after about 

8000ms from the last dynamic operation of the circuit; That is when the circuit 

is idling. And this is the leakage current of the circuit for that input vector. 

Figure 4.7 shows the basic concept using zero voltages sources and leaving 

sufficient settle time to measure leakage current with a spice simulation. 

 



43 
 

VSupply_benc

hmark (1.1v) 

EN_STDBY 

(1.1V) 

 

VDD_CHK1

(0v) 

VDD_CHK2 

        (0v) 
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spice netlist 

 

 

           

 

 

 

 

 

 

Figure 4.8 Setup to find leakage current with spice simulation 

 

           So,   Leakage power = 1.1 * (vdd_avg_current + vstd_avg_current) 

• Likewise, we do the fast spice simulations for all 100 vectors and measure the 

leakage current values. Among them Chose the random vector which gives the 

least leakage current across the zero voltage source in Figure 4.8. And this is 

considered as the MLV for the benchmark. Figure 4.9 shows collected leakage 

current details for some randomly generated vectors for s15850 benchmark. 

The MLV is in the first row of that spreadsheet. 

 

Figure 4.9 Leakage Currents for different inputs vectors for s15850 benchmark 
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4.3.3 Form Gated Groups with found MLV by using Synopsys Design Compiler 

 

Feed the MLV which was found in above 4.3.2 to the synthesized netlist using 

‘set_case_anaysis’ command of the design compiler. Identify gates with high leakage 

power dissipation based on the input vector of those gates once the MLV is propagated 

through the combinational logic. For a given gate if all the inputs are fed as logic ‘1’ 

that gate is identified as a high leaky gate. At the same time for the gates which have 

four inputs, if at least three of those inputs are feeding logic ‘1’ Then that gate is also 

considered as a high leaky gate. But for any kind of high leaky gate the maximum 

decayed input net amount is 2. Figure 4.10 shows high leaky NAND gates with their 

input vectors achieved after MLV propagation. 

Figure 4.10 – Possible high leaky NAND gates after MLV propagation through 

combo logic 

Any high leaky gate is referred as WORSE_GATE in algorithm explained in 

Figure 4.11 which describes the algorithm used to form Gated Groups which is run on 

top of DC synthesized netlist. The algorithm is implemented in tcl language so that it 

can be executed in Synopsys Design Compiler. The algorithm is executed around each 

high leaky gate identified with MLV propagation. The time complexity of the 

algorithm is O(n) where n is the number of gates in the design. (Considering the step 

of collecting high leaky gates from all the gates in the design). Since the time 

complexity is linear to number of gates this is easily solvable algorithm. This is a 

Greedy algorithm because the high leaky gates which identified earlier are subjected 

to have better leakage reduction treatments (For example can decay 2 inputs nets) 

rather than the high leaky gates identified later. However as already mentioned in   
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Locate WORSE_GATES After Feeding MLV into 

WORSE_GATES_SET 

L1: For each WORSE_GATE in WORSE_GATES_SET 

For NET=1 to NUMBER_OF_DRIVER_NETS of WORSE_GATE 

Is ALREADY_DECAYED_NET_COUNT < 

REQUIRED_DECAYED_NET_COUNT 

Is P_NET feed Value 1 and P_NET is not 

ALREDY_DECAYED 

Calculate PROSPECTIVE_NAND_GATE_COUNT and 

FANOUT_NET_CAPACITANCE for P_NET 

If FANOUT_NET_CAPACITANCE_OF_PNET < 

65 

Add this P_NET into POSSIBLE_NET_SET 

Sort 

POSSIBLE_NET_SET 

with priority for least 

NAND_GATE_COUN

T and second priority 

for least 

NET_CAPACITANCE 

L2: For each NET in POSSIBLE_NET_SET 

Mark This NET with CURENT_GROUPID to identify as 

DECAYED_NET 

If DRIV_GATE is already assigned 

to a PREVIOUS_GROUP 

Get driver DRIV_GATE for this NET 

yes 

No 

yes 

No 

     yes 

     yes      No 
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Figure 4. 11 Algorithm to Find Gated groups in a synthesized design 

section 4.1, the VDD gating is done with PMOS which is having 0.63um width and 

0.005 um gate length with typical/normal threshold voltage (typical Vth). Partial 

pullups are NMOS transistors with 0.415um width and 0.05um length with high Vth.  

L2 

No 

Yes 

Yes 

No 
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Figure 4.12 explains couple of steps by running the algorithm expressed in 

Figure 4.11 which is used to form Gated Groups. 

 

Figure 4.12 Processing two worse leaky gates with algorithm in 4.10 

 

In 4.12.a, Algorithm locates worse leak gate w1. From it’s two driving nets 

Net1 and Net2, Net1 is selected as decayed Net whose driver is D1. Gate B1 is marked 

for backup power. So all the gates which have label G1 is grouped into a same group 

called G1 with respect worse leaky gate w1. 

In 4.12.b, Algorithm executes after Following step in 4.12.a and algorithm 

locates worse leaky gate ‘w2’. The driving nets directly connected to flop outputs are 

ignored as flops are not included in Gated groups. So candidates nets to decay are Net3 

and Net4. Among them Net 3 is selected as it has least NAND count from both 

candidates. As gate D1 is a driver of previous group G1, D1 is marked as a split driver. 

P1 is marked as splitter NAND and is removed from G1 so that it stands without any 

group. The new group form is G2 whose members are having label G2.  

4.3.4 Required Gate modifications for grouping 
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Consider an AND gate which gets both inputs as ‘1’. In this case, this AND is 

identified as a worse leak gate and hence it should be included into the Gated Group. 

AS we focus on VDD gating for all Gated groups, to maintain the output logic value 

of this AND gate (which is ‘1’) we can feed the non-gated/original power supply to 

the inverter which is within the AND gate. So this AND gate is modified as 

BACKP_AND. Figure 4.13 shows such a modification for library cell AND2_X1. As 

already mentioned in algorithm the name for this modified gate is 

BACKP_AND2_X1. As shown in Figure 4.3, parallel to the power Gated Group’s 

Gated supply rail Now we have the permanent supply rail also. Hence this task can be 

easily attained. 

Consider a scenario where 3 input NAND gate is getting two input nets from 

two drivers coming from 2 separate groups. Since we don’t know which driver is 

power gated first (which is based on the placement information of the buffers in the 

EN_STDBY signal which signals the power gating of Gated groups) we can’t put this 

into any of those group or any other group. In this scenario a safe self-gating based on 

its output value is suggested as in Figure 4.14. this new modified AND cell is named 

as SPLIT_AND; In the Figure since we have modified AND2_X1 library cell, this is 

named as SPLIT_AND2_X1. Once the original AND gate replace as 

SPLIT_AND2_X1 cell, that cell doesn’t want to belong to any of the Gated as its own 

gating transistor do the safe power gating without losing output value. But if this is 

going to be act as a driver for some other Gated Group this gate should be a member 

of that group as output net is required to be decayed. Though internal structure is same 

for both cases to differentiate two scenarios we use a different name called 

DRSPLIT_AND2_X1 for the latter case. 
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Figure 4.13 BACKP_AND2_X1 
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        Figure 4.14 DRSPLIT_AND2_X1(or SPLIT_AND2_X1) 

 

4.3.5 Simulate the netlist with Gated Groups using synopsys XA and obtain the 

leakage current  

 

The MLV is shifted with scan chain and same scan enable signal is used as the 

control signal for gating PMOS transistors and partial pullups. 

4.3.6 Slightly modify the algorithm so that the groups are form without driver 

grouping and measure the leakage power which contributes to subthreshold 

leakage reduction only. 

 

4.3.7 Feeding the input vector by modified low power, state retained flops 

 

We have used two types of flops from nangate 45nm library to synthesize the 

selected four ISCAS89 benchmarks. Those two types are SDFFR_X1 and SDFFR_X2. 

both have active low reset. And both of those scan Flops such that scan mode is 

activated when Scan enable signal is high. The latter one has more drive strength than 

first one.  
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Figure 4.15 ZEROSBY_SDFFR_X1 Modified Low power Flop to feed value 0 MLV 

in standby mode while data is retained after standby mode 

 

To feed the MLV, we have modified inverter which drives the output Q; That 

is, in the standby mode we disconnect the power with and feed the desired MLV at the 

flop outputs by using PMOS pullups or NMOS pull down. If we want to maintain the 

logic value zero as a portion of MLV at the flop output, then we do the VDD gating of 

the output inverter of the flop with PMOS 0.63um width and 0.05um length and output 

is pulled down to zero. In the Figure 4.15 the we have shown the modified last stage 

inverter to feed logic value ‘0’ as a part of MLV in standby mode. The logic value ‘1’ 

can be fed in standby mode as shown in Figure 16. The control signal EN_STDBY is 

asserted when system is in standby mode. We have use the same gating transistor to 

disconnect the power from logic gates which don’t contribute to latched value when 

clock is kept at logic value zero without switching. Hence We can attain some power 

reduction of these flops in addition to feeding the MLV values. Meanwhile since we 

haven’t done any power gating on the slave latch, we can retain the stored data before 

standby mode even after low power featured standby mode. The circuit shown in 

Figure 4.17 is used to stop the clocking and keep the clock at value zero as far as 

system is in standby mode. 
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Figure 4.16 ONESBY_SDFFR_X1 Modified Low power state retain Flip flop which 

feed value 1 for MLV in standby mode 

 

Figure 4.16 shows the Modified low power state retained Flip flop to feed logic value 

1 for MLV in standby mode. 

 

Figure 4.17 Clock Gating in Standby mode 

 

4.3.8 Input Modification to feed MLV in Standby mode 

 

Figure 4.18 shows the required input port modifications to feed MLV. 4.18.a 

shows the feeding logic value ‘0’ in standby mode and 4.18.b shows the feeding logic 

value ‘1’ in standby mode. EN_STDBY is the control signal which is asserted in 

standby mode. 
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Figure 4.18 Modified Input Ports to feed MLV 

 

4.3.9 Feeding MLV in scan mode  

 

We can extend the MLV value feeding methods presented in 4.3.8 and 4.3.7 so 

that in the scan mode the combinational circuit is driven by the MLV while the scan 

chain is built through the inverter outputs (QN) of the scan flip flops. Here We have a 

constraint; that QN is not used as an input for the combinational logic circuit. And with 

this method the scan data should be input as like this. That is if we number the scan 

chain flops giving the number ‘1’ to first flop in scan chain (which get the user data 

sequence directly to shift) all the scan data that is for odd numbered flops should be 

inverted while scan data for even numbered flops should be kept as it is. For example, 

consider the required scan data sequence to initialize eight flop scan chain is 

‘01011001’. Then with this new mechanism we should feed ‘11110011’. 

The modified last stage inverters of flops should be augmented as in Figure 

4.19.a to feed value 1 and 4.19.b to feed value 0. The modified inputs should be 

augmented as in Figure 4.19.c to feed value 1 and as in 4.19.d to feed value 0. 

Dimensions of all the gating transistors and pullups/pulldowns used are such that for 

NMOS 0.415um width and 0.05um length and for PMOS 0.63um width and 0.05 

length. In the Figure 4.19, control signal to enable Scan mode is SE.  
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4.4 Test Results 

 

4.4.1 Analysis of Modified flops 

 

Table 4.4, 4.5 and 4.6 show the output waveform of Modified Flops compared 

to the original flops in the library which we have used to synthesize the chosen 

benchmarks. The original Flops are SDFFR_X1 and SDFFR_X2 while the modified 

flops are ZEROSBY_SDFFR_X1, ZEROSBY_SDFFR_X2, ONESBY_SDFFR_X1, 

ONESBY _SDFFR_X2. But throughout the dynamic operation of the flop (As 

clocking data propagation across the flop) the average gated Voltage of VDD port with  

 

(a)                                                                                               (b) 

 

 

 

 

 

                     

 

                       (c)                                                                           (d) 

Figure 4.19 Feeding MLV in Scan Mode 
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VDD gating is 1.05v and with VSS gating the average voltage of VSS port when 

dynamic operation is 0.03v. The propagation delay increment due to gating is about 

0.03ns. Table 5.3.1,5.3.2 and 5.3.3 also contain the details for propagation delay and 

maximum voltage dropped level in dynamic operation of the original flops and 

modified flops. Due to gating the maximum voltage level drop is 0.05v. Since We have 

synthesized the benchmarks for 0.95v supply voltage this 0.05v drop doesn’t affect to 

system’s timing requirements. According to the waveforms we can clearly see 

throughout the dynamic operation of the flop (As clocking data propagation across the 

flop) the average gated Voltage when VDD gating is almost 1.1v and average gated  

Voltage with VSS gating is almost 0v. 

 

Table 4.4 Comparison of modified flop ZEROSBY_SDFFR_X1 with SDFFR_X1 

         SDFFR_X1           ZEROSBY_SDFFR_X1 

Input Signal   

 

 

 
 

Normal mode 
output 

 

 

 

 
Scan mode 
output 

 

 

 

 
VDD Lower 
bound in 
functional/ 
dynamic mode 

 
1.099v 

 
1.05v 

Maximum 
Propagation 
delay 
(1propagation/ 
0 propagation) 

 
1.498e-09 

/ 1.499e-09 

 
1.525e-09 
/1.513e-09 
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Table 4.5 Comparison of modified flop ZEROSBY_SDFFR_X2 with SDFFR_X2 

 

Table 4.7 present the leakage current details of modified flops and their original Flops 

in standby mode. per those details modified flops shows a reduction in leakage current 

         SDFFR_X2           ZEROSBY_SDFFR_X2 

Input Signal   

 
 
 

  

 

Normal 
mode output 

 

 

 

 

Scan mode 
output 

 

 
 

 

 

Supply 
Voltage 
Lower bound 
in functional/ 
dynamic 
mode 

1.09 1.05v (in normal mode) 
1.043v (in scan mode at QN) 

Maximum 
Propagation 
delay 
(1propagatio
n/ 0 
propagation) 

1.509e-09 
1.530e-09 

 

1.538e-09 
1.544e-09 
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in standby mode compared to original flops. The leakage currents are measured when 

the latched value of the Flops are logic ‘1’. 

 

Table 4.6 analysis details for ONESBY_SDFFR_X1 and ONESBY_SDFFR_X2 

 

          ONESBY_SDFFR_X2           ONESBY_SDFFR_X1 

  

 

  

 

Normal 
mode 
output 

 

 

 

 

Scan 
mode 
output 

 

 

 

 

Supply 
Voltage 
Lower 
bound in 
functional
/ dynamic 
mode and 
average 
voltage 

                              
               0.031v 
 
 

 
         0.030v 
 
 
 

Maximum 
Propagatio
n delay 
(1propaga
tion/ 0 
propagati
on) 

         1.519e-09      
        / 1.551e-09 

1.506e-09         
/1.514e-09 
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Flop Leakage current (nA) 
(when latched value is 1) 

SDFFR_X1 74.22 
 

SDFFR_X2 108.9 

ZEROSBY_SDFFR_X1 64.28 

ZEROSBY_SDFFR_X2 85.83 

ONESBY_SDFFR_X1 58.11 

ONESBY_SDFFR_X2 75.67 

 

Table 4.7 Leakage current details of original flops and modified flops in standby 

mode 

 

4.4.2 Standby Mode Leakage power 

 

Table 4.8 Summarizes the measured leakage current of four chosen 

benchmarks. Leakage current only with MLV illustrates leakage current when MLV 

is fed in standby mode. “MLV + subthreshold leakage reduction” means measure 

leakage current after forming Gated Groups so that decayed nets and partial pullups 

are not available in standby mode and hence no driver gating also. In this case the 

MLV is fed to the combination circuit using the scan shifting and. vec file. (MLV + 

subthreshold reduction + gate leakage reduction) refers to the situation when Gated 

groups are formed so that drivers of the high leaky logic gates are also included within 

them. And hence decayed nets and partial pullups are also present. (MLV + 

subthreshold + gate leak + flop power reduction) refers the situation where we use new 

modified flops to feed the MLV.  

According to the Table 4.8, each of the newly tried mechanism shows some 

kind of more leakage reduction compared to initial MLV based leakage current. Table 

4.9 shows percentage leakage power reduction of each newly implemented mechanism 

with respect to chosen MLV based leakage power. 
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Benchmark Leakage current 
only with MLV 

Leakage current 
(MLV + 

subthreshold 
leakage 

reduction) 

Leakage current 
(MLV + 

subthreshold 
reduction + gate 

leakage 
reduction) 

Leakage 
Current 
(MLV + 

subthreshold 
+ gate leak + 
flop power 
reduction) 

S298 2.8872uA 2.75617uA 2.527uA 2.0204651uA 

S953 8.214uA 7.6379174uA 5.977116 uA 
(6.4064270uA) 

4.5214280uA 
 

S9234 46.758361uA 43.542278uA 36.501772uA 28.353283uA 
 

S15850 109.9119uA 107.38596uA 92.694047uA 69.03755uA 

 

Table 4.8 Standby Leakage Current details of benchmarks when subjected to 

different leakage reduction mechanisms 

 

Benchmark % reduction in 

(MLV + 

subthreshold 

leakage reduction) 

mechanism 

% reduction in 

(MLV + 

subthreshold 

reduction + gate 

leakage reduction) 

mechanism 

% reduction in 
(MLV + 

subthreshold 
+ gate leak + flop 

power reduction) 

mechanism 

S298 4.5 12.4 30.02 

S953 7.02 27.23 44.95 

S9234 6.87 21.93 39.36 

S15850 2.29 15.67 37.18 

 

Table 4.9 Percentage power reduction of each newly introduced mechanism 

compared to MLV power reduction 

 

4.4.3 Area increment 

 

Since this is transistor level simulation the rough estimate for the Area of a 

logic gate is obtained as number of INV2_X1 equivalents belongs to that logic gate. 

So the Area of INV2_X1 is considered as ‘1’. With that the Area of NAND2_X1 is 2. 

For inverters and buffers the number of INV_X1 equivalents are equal to drive 



62 
 

strength. For NAND and NOR gates the number of equivalents are calculated 

according to Equation 4.5.  For AND gates and OR gates which drive strength less 

than for equation 4.6 is used and When drive strength is 4 for AND or OR gates the 

equation 4.7 is used. For the flops total number of transistors are divided by 2 to get 

INV_X1 equivalents.  

Number of INV2_X1 equivalents of gate G when G Is NOR or NAND gate = [number 

of inputs of G x drive strength of G]                                                                  (eq. 4.5)                                                                                           

Number of INV2_X1 equivalents of gate G when G is and AND  or OR gate and drive 

strength less than 4  = [number of inputs of G] + [driv strength of G]              (eq. 4.6)                                                                                                                                                 

Number of INV2_X1 equivalents of gate G as G is and AND  or OR gate and drive 

strength equal to 4  = [number of inputs of G * 2] + [driv strength of G]         (eq. 4.7) 

Table 4.10 Summarizes the area increment as area estimate is obtained as 

mentioned above. 

Benchmark Original 
area 

Extra Area Added Area increment % 

  For Gated 
Groups 

only 

for Gated 
Groups + 

Flop 
modifications 

Based on 
Added 

extra area 
for Gated 

Groups 
only 

Based on 
Total added 

area 
including flop 
modifications 

S298 533 4 32 0.71 6.003 

S953 1294 55 113 4.25 8.03 

S9234 7609 258 681 3.39 8.21 

S15850 17778 496 1566 2.78 8.03 

 

Table 4.10 Percentage Area increment due to extra circuitries for standby power 

reduction 

 

So the extra added Area percentage is always less than 10. And significant area 

addition is shown due to the flop modifications to feed MLV. Equivalent percentage 

or area increment is possible even we use the blocking logic to feed MLV. If we 

consider extra area percentage added due to Gated Groups, it is always less than 5%. 

4.4.4 Settle time/Wakeup time of Gated groups in post Standby powerup 
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In the Standby period the Gated Groups are VDD power gated. At the end of 

the standby period the EN_STANDBY signal is de-assert to power up the Gated 

groups. These groups are expected to settle at the their initial supply voltage which 

was existed before standby power gating. In Table 5.9 the settle time refers to the time 

it takes by Gated group to come to the initial voltage after power is up again. The 

measurement is taken as the time interval as falling EN_STANDBY signal crosses the 

0.3v and gated supply voltage crosses 1.0 in rising. To get this measurement we have 

considered the Gated Group with largest number of gates in each benchmark. So we 

can see settle time is around 0.1ns which is a desired value. In addition, we have 

measured average Gated voltages of the same Gated group in normal operation mode 

as well as standby mode. Those details are also included in Table 4.11. 

Benchmark Average gated 
voltage in normal 
operational mode 

Average gated 
Voltage in standby 

mode 

Wake up time after 
partial gating 

s298 1.090 0.499 0.247ns 

S953 1.0995v 0.51 0.165ns (0.1 1.0) 

S9234 1.0995v 0.51 0.153ns (0.3 1.0) 

S15850 1.099 0.53 0.1615(0.3 1.0) 

 

Table 4.11 Settle time and Average Gated voltages of Gated groups with maximum 

capacity in each benchmark 

 

4.4.5 Data retention Verification of Modified Flops 

 

The Modified Flops ZEROSBY_SDFFR_X1, ZEROSBY_SDFFR_X2, 

ONESBY_ SDFFR_X1, ONESBY_ SDFFR_X2 are facilitated with state retention 

while operating in low power in standby mode. We have verified state retention of 

modified flops with s298 benchmark. In Figure 4.20 we have shown the state retention 

activity for first seven flip flops identified with the scan chain. Initially data is shifted 

using scan chain so that in standby mode, each flop feeds the opposite logic value as 

expected by MLV. So, as standby signal desserts the previous states of the flips flops 

are restored. 
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Figure 4.20 State Retention of modified flops to feed MLV and to have low leakage 

 

4.4.6 Verification of successful Scan Mode operation 

 

 

Figure 4.21 Scan Mode Operation of Modified Flops 
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We have further modified the Flip flops so that the MLV can be fed in the scan 

mode also. Here in scan mode no Gated Groups are develops and no power gating. 

Figure 4.20 shows the output changes of first five flops in chain in scan mode. 

According to the figure we can see the scan data is shifted through scan chain while 

the output of the flops are kept at their output values. In Figure 4.21 First graph is the 

time vs scan enable signal. The last one is the clock. Starting from second graph those 

are QN vs time and Q vs time graph pairs one for each flop. So we can see at the end 

of scan shifting and scan enable dessert and clock stops, the shifted values are stored 

in the Flops. 
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5. CONCLUSION AND FUTURE WORK 

 

With the rapid scaling of silicon technology from generation to generation, the 

MOSFET transistor sizes are getting reduced. Although reduced transistor sizes allows 

higher integration density and higher operating frequency there exists a major 

drawback. That is simultaneous switching of millions of transistors dissipates huge 

power  while overheating the chip reducing the reliability. In addition to power 

dissipation due to switching, since many modules of the SOC devices like mobile 

phones are idling most of the time, millions of transistors together contribute for a high 

standby leakage power dissipation which has become the most significant power 

dissipation mechanism in sub-micron and nanometer technology based  CMOS 

designs.  

From all leakage power reduction mechanism power gating is considered as a 

very effective mechanism as it reduces the leakage currents in the power gated module 

drastically. But larger wakeup times, challenges in sleep transistor designs issues with 

data retention are some of the noticeable drawbacks of the power gating technique. 

Based on the input values of logic gates the leakage current experienced by an 

logic gate differs. So if we can feed the input logic levels which gives the minimum 

leakage when the logic gates are idling we can achieve a considerable leakage power 

reduction. But identifying a leakage vector for large combinational circuit is 

challengeable as all the individual gates in the circuits might not be at their minimum 

leakage levels due to a common input vector applied for the whole circuit. Hence after 

applying a MLV for a large combinational circuit, for the identified worse leakage 

gates some separate treatments are done; Gate replacements, Gate Modifications or 

adding new gates to feed desired input values for the worse case gates such that overall 

power reduction around worse leaky gates is increased. 

In this thesis we focus on standby leakage power reduction. The basic idea 

behind this is, use of power gating around worse leaky gates which are identified after 

feeding MLV to the combinational logic circuit. and feed the MLV through flip flops 

which are enhance for low power while data is preserved.  

So We developed an algorithm to form Small Gated groups around identified 

worse leaky gates. And for the VDD gating we use a PMOS transistor which is obtain 
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from a inverter of drive strength 1. Instead using high Vth PMOS, we use Typical Vth 

PMOS. To form a Gated group we chose the immediate fanout gates of the driving net 

of a worse leaky gate. And we do the gating so that the output values of those gates 

will not be changed and hence they don’t badly affect the gates which are currently 

with a low leakage power dissipation. In addition  we do the power gating of the 

selected drivers of the worse leak gate due to which it causes to reduce gate leakages(in 

addition to subthreshold leakage) of the immediate fanouts of the driver. When we do 

the driver gating the output logic levels of the loads which are in Gated group might 

be changed if those gates are driving high capacitive load.  To avoid this, we use we 

use high Vth partial pullups.  

We have modified flip flops in the design to feed the MLV in standby mode so 

that with the same modification, the flip flops dissipates less power in standby mode 

but still the stored data is retained once come back to standby mode. Finally we extend 

these modifications to feed MLV in the scan mode while using inverted output(QN) 

of the flops for scan shifting while MLV is fed to the combinational logic through the 

output of the flop(Q). 

We have tested our algorithm and gate and flop modifications with transistor 

level simulations with four selected benchmarks of ISCAS89 benchmark suite. 

Compared to initial MLV found by set of random vectors, we were able to achieve 

more than 30% leakage power reduction with 8% or less area increment. And the 

wakeup time after standby mode of each benchmark is less than 0.25ns. We have 

verified the successful operation of scan mode and data retention after these 

modifications with s298 benchmark. 

To calculate leakage current values we use synopsys XA which is a spice based 

transistor level simulation tool. And in this research, We use the nangate 45nm open 

cell library and modifications are done in spice netlists. 

As Future work we can suggest couple of things as follows. 

• Input pin Reordering for partially pullup nets: 

Based on the location of the partially pullup nets the leakage power dissipation can 

be changed. Same as how 2 input NAND gate has two different leakage values for 

01 and 10 input vectors. So In future, reordering of the partially pullups connected 

pins can be analyzed. 
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• Facilitate for Flops in Gated Groups 

Currently we avoid placing flip flops in gated groups. In Future this can also be 

analyzed. 

• Improvement for the Gated Group finding algorithm 

We don’t do any sorting of the identified worst leak gates and we run the algorithm 

as the worse gate are identified. If the algorithm can be improved such that the 

worst gate should be treated first or some other manner sometimes more power 

reduction can be achieved 

• Feasibility of Physical Implementation 

Currently this research was done with transistor level simulations. In Future this 

concept can be implemented in physical design tools and can have area, power and 

performance matrices in physical level.  
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APPENDIX A: Verilog netlist of synthesized a Gated Group and hspice netlist of  

  Modified FlipFlop  

(i) Form Group in a synthesize netlist 

 

(ii) A Modified Flop in spice Netlist 
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APPENDIX B Some Computer Programs Used in this research 

(i) Hspice program use for leakage current value calculation , scan mode check 

and retention check for s298 design 

 

 

 



73 
 

(ii) Part of the tcl program used to implement Gated Group formation algorithm 

 

 

 

 

 

 

 

 

 

 

  

 

 

 


