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Abstract

Sin hala and Tam il are declared to be the offi cial lang uages of Sri Lan ka. This re-
quires each government related dissemination/communication to be done in both the
languages. Even though the requirement for translation is higher, the number of avail-
able human translators is limited. One feasible option to boost the productivity would
be assisting the human translators with machine translation output. Here the machine
translation output is given to translators to work on by post editing, rather than translat-
ing from the scratch. However, Sinhala - Tamil pair does not have any well-performing
machine translation system. Therefore, the focus of this research is to develop a ma-
chine translation system for short official government documents.

This thesis presents two main contributions towards building ‘Si-T a’, the first domain-
adapted machine trans lation system for Sin hala - Tam il. The first contribution is build-
ing the baseline translation system. The second is implementing data pre-processing
techniques to improve the translation quality of the base line sys tem.

The base line system was built using Moses, a phrase -based stat istical trans lation sys-
tem. This was the feasible option with the available resources.

To improve the quality of the translation, three main approaches were explored. They
are: (a) domain adaptation, (b) integration of terminology, dictionary, and name lists,
and (c) addressing out-of-vocabulary (OOV) problem using word-embedding-based
paraphrasing.

In or der to adapt the sys tem for the dom ain of official government documents, different
language model design techniques and a data filtration technique were experimented.
Under terminology integration, experiments were carried out to evaluate the effect of
incorporating bilingual terminology lists to the system. Moreover, a novel data aug-
mentation technique was experimented to generate parallel data using bilingual lists and
available parallel data. Further, open domain dictionary entries, as well as a list of per-
son names and addresses were integrated and evaluated. In addition, word-embedding-
based paraphrasing was used along with a novel heuristic-based filtering to address the
out-of-vocabulary issue.

All the above-mentioned approaches gave an improvement over the baseline, apart from
data filtering technique. Yet, all these scores were above the scores of already available
machine translation systems for this language pair. Though our techniques/approaches
were evaluated only on Sinhala - Tamil pair, they are feasible to be applied to other
low-resourced, highly inflectional language pairs.

Keywords: Machine Translation, Sinhala, Tamil, Domain Adaptation, Terminology
Integration, Out-of-vocabulary
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Chapter 1

Introduction

Machine trans lation (MT) is the process of automatic trans lation of text from one nat-

ural lang uage to another . Research on MT has been done from the early times when

the computers were started to be used for commercial purposes. The initial workable

solution was available in the early 1970s. Currently, many MT systems are being used

as online translators and as an assistant in manual translation workflows for many lan-

guage pairs [2]. However, only minimal research has been done for Sin hala and Tam il ,

the local lang uages of Sri Lan ka . This thesis presents our work on building a domain-

specific MT system for Sinhala and Tamil , a low-resourced language pair.

1.1 Problem Definition

Sri Lan ka is a multi-ethnic country where the two lang uages, Sinhala and Tamil are

declared as the offi cial lang uages. Therefore the citizens of Sri Lanka must be able to

communicate with the government in either of these official languages. However, only

a very few people are fluent in both the languages. Therefore, government offices/a-

gencies have to send letters to the citizens in the language the latter understands. This

language barrier has been one cause behind the 30-year long civil war in the country

that ended in 2009. In order to overcome this language barrier, currently, the assistance

of human translators is used. In most scenarios, the original Sinhala documents are

translated into Tamil before publishing. Yet the demand for human translators is much

1



higher than the supply, which leads to many issues including the delay in publishing.

This fails the goal of facilitating the citizens to use the language of their preference in

official communication with the government. To move forward towards better bilin-

gual communication between the government and the public, one solution is to boost

the efficiency of human translators. Previous studies for European language pairs show

that this can be achieved by introducing Machine Translation into the translation work-

flow [2].

1.2 Motivation

Currently, for many language pairs (European languages, Arabic, Chinese, etc.), domain-

specific machine translations are being used successfully in various domains/fields such

as medical, military, manufacturing and administration [2]. Yet, for Sinhala and Tamil,

none of such systems are available apart from the openly available Google Translate 1,

which is an open domain system. While the quality of its translation is poor [3], the

confidentiality of the documents is also an issue when using open systems to translate

official documents.

Therefore, to address these above-mentioned challenges, the ideal solution would be to

develop a domain-specific MT system for this language pair. However, this language

pair is low-resourced and highly inflected. They lack reasonably sufficient parallel data

as well as well-performing linguistic tools [4]. These shortcomings result in a poor

quality system that will not be deployable in a production workflow. Further, these will

fuel up common challenges such as higher rate of out-of-vocabulary (OOV) words,

poor output fluency, and inferior multi-word expression translation. Therefore, in or-

der to develop a reasonably well performing system with the available resources, extra

attention is required.
1https://translate.google.com/
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1.3 Objective of Research

The aim of this research is to implement and improve a machine translation system for

Sinhala and Tamil languages, for the domain of short offi cial gov ernment doc uments,

by incorporating effective pre-processing techniques. The research and development

task can be split into sub-components as follows:

• Develop a baseline Sinhala - Tamil machine translation system.

• Adapting the system to the domain of short official government documents.

• Develop techniques to improve the baseline system by solving problems such as

OOV.

1.4 Research Contributions 

The contri butions of this thesis are as follows :

• Development of ‘Si-Ta’ system (Sinhala - Tamil and Tamil - Sinhala machine

translation system), which is currently backing the translation portal used by the

translators in the Department of Official Languages.

• A novel data augmentation technique to generate parallel data out of a bilingual

list, which can be used for parallel sentence generation for low-resourced setups.

• A novel paraphrase technique based on word-embedding and simple heuristics,

which is feasible for a low-resourc ed and highly inflected lang uage pair with ag-

glomerate nature.

1.5 Publications

The thesis is based on the author’s contribution to the foll owing three pub lications:
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• Fathima Farhath, Theivendiram Pranavan, Surangika Ranathunga, Sanath Jayasena,

and Gihan Dias. Improv ing Domain-specific SMT for Low-resour ced Lang uages

using Data from Diff erent Domains. In Eleventh Inter national Conf erence on

Language Resource s and Eval uation (LREC) (2018). Miyazaki, Japan.

• Fathima Farhath, Surangika Ran athunga, Sanath Jaya sena, and Gihan Dias. Inte-

gration of Bi lingual Lists for Domain-Specific Statistical Mach ine Trans lation for

Sin hala-Tamil. In proceedings of 2018 Moratuwa Engineering Research Confer-

ence (MERCon), pages 538-543. IEEE, 2018.

• Sura ngika Ranathunga, Fathi ma Farhath, Uthay asanker Thayasivam, San ath Jayasena

and Gi han Dias. Si-Ta: Machine Trans lation of Sinh ala and Tam il Official Doc-

uments. In National IT Conference (NITC) (2018). Colombo, Sri Lanka (in

press).

1.6 Out line 

The rest of the thesis is organiz ed as follow s:

Chap ter 2 presents the literature on prior work on topics related to this research, espe-

cially a detailed description of SMT, as the system is based on SMT. It also includes a

sufficient description of existing research for domain adaptation, terminology integra-

tion, dictionary integration and out-of-vocabulary handling techniques.

Chapter 3 details the work done on building the baseline ‘Si-Ta’ SMT system.

Chapter 4 explains the experimental procedures carried on top of the baseline system in

order to improve the translation quality. This includes domain adaptation, terminology

integration, dictionary integration, and out-of-vocabulary handling.

Chapter 5 presents the views on the results of the experiments that were carried on.

Chapter 6 presents the conclusion along with the future avenues on this research.

4



Chapter 2

Literature Review

This chapter gives a general introduction to Machine Translation (MT), history and

different MT implementations. As the thesis is based on Statistical Machine Translation

(SMT); more focus is given to the fundamental details of SMT, where details on the

concepts, models and tools deployed are discussed. Next, the chapter covers details

on the languages of interest (Sinhala and Tamil), the previous research carried on for

this language pair and current status. The latter part of the chapter discusses the past

research on various techniques on improving the quality of SMT output.

2.1 Machine Translation History

Machine translation is a sub-branch under Natural Language processing (NLP), where

the computers are used to partially or fully automate the process of translation from a

natural lang uage to an other [5].

The motivation of using mach ine trans lation is to speed up the process of translation

without or with less involvement of human. MT plays a major role in breaking the

language barrier between people. The application of MT can be broadly divided into

three major categories as [6]:

5



1. Assimilation: Translation of a foreign material for the purpose of understanding

(e.g. Attempt to understand articles such as news, blog articles, product informa-

tion/reviews that are written in different languages). Most of the times the online 

translation engines such as Google Translator1 and Bing Translator 2 are used.

2. Dissemination: Content in one language is translated into other languages in

order to be published. E.g. Publishing notices/advertisements in multiple lan-

guages. Final output needs to be precise in quality. MT systems are integrated

into professional translation workflow. The MT is used to provide intermediate

versions for the human to post-edit.

3. Communication: Lowering the language barrier between people when a com-

mon language is not known. Instances are emails and chat rooms.

Research on machine translation was conducted from an earlier time when computers

were started to be used for commercial purposes. However, the initial attempts were

halted due to the negative assessments given by the Automatic Language Processing

Advisory Committee (ALPAC) in 1966. This stopped almost all research funding from

the US agencies towards MT. The report showed that the cost of MT is much higher

than the human translation, and the requirement of translation automation was not a

need of great necessity. The suggestion was to direct the fund ing to basic linguistic 

re search [7].

Even though the US fund ing was reduc ed in MT research, E urope and oth er coun tries

were active in the track; funded by government and commercial companies. However,

the first translation company Systran was founded in 1968 by the Georgetown University

(US) [2]. Thereafter many companies, as well as universities, initiated research on MT.

Currently there are many successful deployments of MT systems for many language

pairs [2].
1translate.google.com/
2https://www.bing.com/translator
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2.2 Different Approaches

The approaches to MT can be mainly categorized into two, such as rule-based (linguis-

tic) and corpus-based (data-driven) [6], based on the core methodology that is being

used.

2.2.1 Rule -Based Mach ine Trans lation ( RBMT)

Rule -Based Mach ine Trans lation (R BMT), also known as Knowledge -Bas ed Mach ine

Trans lation is the initial methodology used in implementing systems. Translation is

done based on a set of rules set up with linguistic analysis such as morphological,

syntactic and semantic analysis, on either language. Based on how deep the analysis

is done towards an intermediate language-independent representation, the approaches

are broadly divi ded into three cate gories as Direct, Trans fer -Based and Interlingual .

Vauquois Triangle [1] illustrates the levels of analysis as shown in Figure 2.1.

Figure 2.1: Vauquois Triangle (source: [1])
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2.2.1.1 Direct Machine Translation (DMT)

In Direct Machine Translation, the source language is directly transformed to the target

languages without having any intermediate representations. This is the approach used in

the initial MT systems. This implementation uses simple grammar rules over bilingual

dictionaries most of the time [8]. As the translation is done word by word, the depth

of the analysis is less when compared to the other approaches. Therefore, the quality

of the output is low at the lexical level. Also, the semantic quality of the translation

is low where most of the time the translations are incorrect. The implementation does

analysis of a source language towards a target language. Therefore, the systems are

highly coupled between the language pair as well as to the direction.

2.2.1.2 Trans fer-Based Mach ine Trans lation Approach (TBMT)

In Transfer-Based Machine Translation (TBMT), an intermediate representation of the

source, as well as target languages is generated at the time of translation. The transla-

tion process includes steps of analysis, transfer, and generation. In analysis, a source

language parser is used to produce the synta ctic re present ation of the source text. In

the transfer phase, an equivalent intermediate representation in the target language is

produced. In the generation stage, target language output is generated from the inter-

mediate target representation. The output of this approach is better than that of DMT.

Yet, the implementation complexity is very high. Each of the three-step in translation

requires detailed consideration. However, the analysis and transfer steps are reusable

components when multiple translation pairs are considered.

2.2.1.3 Interlingual Machine Translation Approach

In Interlingual Machine Translation, a two-step approach is used for translation. In the

first step, the source text is analyzed and transformed into an interlingual language (lan-

guage independent) representation. Then text in the target language is generated using
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this representation. The key advantage of this methodology is, the intermediate state is

language independent. This is advantageous in multilingual translation systems as one

step out of two can be generalized. Yet, the only interlingual system that was operational

was KANT [9] system, that was used to translate Caterpillar manuals. Less popularity

of this system is owing to the high complexity of the intermediate representation and

this intermediate representation fails to represent the semantics.

2.2.1.4 Challenges in Rule-Based Systems

Rule-based systems were the initial implementations of MT. The implementations were

highly dependent on language and detail analysis of both the languages was required.

This required the involvement of skillful linguists in implementation. Also, the imple-

mentation details were very specific to the language pair as well as the direction. There-

fore, implementation for a new pair or new direction required an additional amount of

human work in setting rules [10].

2.2.2 Corpus-Based Machine Translation Approach

The main difference in corpus-based approaches from rule-based is, in the implementa-

tion process less or no human involvement is used in building rules. Instead, translated

content such as a parallel corpus is given to the system to study the rules from the con-

tent and context. This approach requires a large amount of raw data as a parallel corpus

to acquire the translation knowledge. The corpus-based approach is further classified

into as Example-Based Machine Translation, Statistical Machine Translation, and Neu-

ral Machine Translation.

2.2.2.1 Exa mple -Based Mach ine Trans lation (EBMT)

Exa mple -Based Mach ine Trans lation (EBMT) approac h is motivated by repeated trans-

lation work, where same text with minor variations (e.g., Only the proper nouns vary in
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the sentence) needs to be translated several times. The system tries to find the match-

ing sentences/example sentences/phrases in the corpus to match the input text. This in-

volves calculating the closeness of multiple stored source sentences to match the given

text. Then the corresponding target sentences are combined to generate the translation

output. Four steps are involved in this: example acquisition, example base management,

example application, and synthesis [11]. This approach requires high quality aligned

data. This is ideal for narrow, domain-specific translations where a considerable amount

of repetition is found in the content to be translated.

2.2.2.2 Stat istical Mach ine Trans lation ( SMT)

Stat istical Mach ine Trans lation ( SMT) is a corpus-based mach ine trans lation approach,

which is based on the statistical models that are built by analyzing a parallel corpus

(Collection of text placed alongside with its translation) and a monolingual corpus. The

original idea of SMT was initiated by Brown et al. [12] based on the Bayes Theorem,

as statistical models worked successfully for speech recognition. Basicall y, two proba-

bilisti c models are being used, T ranslation Model (TM) and L anguage Model (LM).

Trans lation model is built using the parallel corpora, and it is use d to identi fy the

trans lation options of a source word/phrase. Language model is built based on the

target side monolingual data and this is used in verifying the fluency of the translation

options provided by the TM. The output is generated by maximizing the conditional

probability of the target given the source language. This output generation process is

called ‘decoding’ (discussed further in section 2.3.6). With the advancement, currently,

SMT systems operate based on a log-linear model (Further detail on log-linear model

can be found in [13]), with consideration to phrases, not words, as the translating unit.

Further insight on SMT is discussed later in section 2.3 of this chapter.
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2.2.2.3 Neural Machine Translation (NMT)

Recently, neural approaches based on deep learning techniques for machine translation

had shown promising results for many language pairs over the statistical machine trans-

lation. This methodology does the full translation process with a single neural model.

The commonly used approach is ‘encoder-decoder’ framework [14]. Here the source

sentence is encoded into a vector, which is called the context vector. Then in the de-

coding process, the translation is generated for this vector. Since the translation process

happens to the whole sentence in one step rather than in segments, the fluency of the

output has been better than that of SMT approach [15].

Yet, the main shortcoming of NMT is that it falls back for the unknown words [16].

NMT systems do not work well for low-resourced setups, while SMT worked better

than NMT in such cases. Tennage et al. [17] reported this behaviour for the Sinhala-

Tamil pair as well.

2.2.3 Hybrid Approach

Hybrid machine translation is where multiple translation methodologies are used to

build a single translation workflow, with the intention to utilize the advantages of dif-

ferent approaches. These hybrid MT systems have shown improvement in translation

output [2, 18]. Different implementation variations have resulted in improvements, such

as the following:

• Utilizing a corpus to build the RBMT system.

Examples:

– Use of parallel corpus to build a dictionary for an RBMT system [19].

– Improving RBMT translation output by incorporating a language model [20].

– Statistical post editing over RBMT output [21].
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• Use of rules in corpus-based translation.

Examples:

– Pre-process the SMT source text in such a way, where the source sentence

order matches that of the target sentence [22].

– Post-processing rules over SMT output for a morphological generation. [23].

– Use of rules to improve the statistical word alignment [24].

• Hybridizing between corpus-based approaches.

Examples:

– Use of neural-based (language) models in SMT system [14].

– Incorporation of SMT model in NMT system. NMT does the prediction by

taking consideration of the SMT recommendation on word selection [15].

2.3 Statistical Machine Translation

SMT treats the translation problem as a machine learning problem [25]. The system

tries to learn how to translate by means of creating statistical models with the human

translated text. The translation output is determined by identifying the output that max-

imizes an objective function [12]. The initial SMT system concept was built upon the

noisy-channel model where the system tries to maximize the function 2.1, where tbest

is the best translation that has the maximum probability based on the noisy -channel

model:

tbest = argmaxt(p(s|t) ∗ p(t))

s = source language

t = target language

(2.1)

Where p(s/t) component is derived from the translation model, which is learned from

the parallel data. p(t) is derived from the language model, which is derived from the
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target side monolingual data. Based on the span of text considered at the time of trans-

lation task (in translation model), the SMT systems are categorized as word-based SMT

and phrase-based SMT systems.

Yet, this model, based on noisy-channel, allowed to have the influence of only two

features, and the impact of each was equal over selecting the candidate.

Yet, besides the knowledge on translation equivalent and word combination, the trans-

lation process requires more information such as reordering and distortion in different

degrees. However, the noisy-channel based model does not have the facility to cater

to multiple models. Therefore, as an improved SMT version, log-linear model based

SMT is used over noisy-channel model [26] where the objective function is as of func-

tion 2.2 (Since the model tries to maximize the summation of logarithm, it leads to a

linear function. Refer Knoke et al. [13] for further mathematical insight).

tbest = argmaxt(exp(Σλihi))

hi −model / feature

λi −model / feature weights

(2.2)

This allowed a very rich set of features to be used. This facilitates to have multiple

models and multiple sub-models under each model. Each model can have a different

weight based on its influence over the translation task. The weight of each model was

adjusted at the time of tuning (For further details, refer section 2.3.7) with reference

to the set aside tuning set. The following are the common set of features used in the

log-linear based model, where the first two are the sub-features that come under the

translation model [27]:

• Bi directional (i. e. Source to target and target to source) phrase translation prob-

abilities.

• Bi directional lexical probabilities.

13



• Language model probability.

• Phrase re ordering / distortion model.

• Word / phrase penalty.

2.3.1 Translation Model

Translation model (TM) is used to cal culate the likelihood of a tar get segment being

the trans lation for a given sou rce lang uage seg ment. The model is learned from the

statistics gathered from the parallel corpus (sentence-aligned parallel corpus). Based

on the unit of text considered at the time of decoding (translation), the system is known

as word-based SMT or phrase-based SMT.

2.3.1.1 Word-Based SMT

Word-based SMT methodology is where the unit of consideration for translation at a

time is a single word. In other words, the translation model translates one word at a

time. Though this has been the early version of SMT and no more the state-of-art SMT

methodology, it paved the path for most of the current SMT approaches. There are

five different word-based models which were proposed by Brown et al. [12]. They are

known as IBM models as they were the result of the research at the IBM Watson research

center. These different methods used different techniques to calcu late the trans lation

prob ability p(s/t).

Generally, the trans lation model cannot be derived directly from the parallel data alone

due to the sparseness in the data. Therefore, the given data is decomposed into a se-

quence of words. Then the required statistics are derived to estimate the probability

distribution. IBM models suggest different algorithms to derive the statistics of a target

word being the translation of a given source word. By utilizing this statistic informa-

tion, the words in source sentences are aligned to the words in target sentences pair.
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Figure 2.2 depicts a possible word alignment between an example Sinhala-Tamil sen-

tence pair (translation direction Tamil- Sinhala; alignment direction Sinhala-Tamil).

Figure 2.2: Sample word alignment between Sinhala and Tamil

The hidden alignment variable ai that captures word-level correspondence between

source(s) and target(t) are used to define IBM models. The conditional probability

p(t|s) is expressed as a sum of the probabilities of hidden alignments between s and t as

the function 2.3 [27]:

P (t|s) = ΣaP (t, a|s)

a− vector of alignment positions ai for each word ti in t
(2.3)

The alignment function is a mapping of each target (Sinhala) word position at position

i to a source (Tamil) word position j as 2.4.

a : i → j (2.4)

Therefore, this mapping consists of many-to-one mappings and will not consist of one-

to-many or many-to-many mappings.

There are instances where there is a word in the target sentence that does not have a

corresponding word in the source sentence. In such cases, the alig nment model tends

to drop such words. To overcome this concern, a NULL token is added to the source

sentence, and these isolated words are aligned to it.
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As alignment is hidden and unknown, the lexical probability becomes an incomplete

data problem. Therefore, as in mach ine learn ing, the incom plete data problem is ad-

dressed by using the Expectation Maximization (EM) algo rithm [28]. EM is an itera tive

algor ithm in which alternat ing steps fill the gap in the data and then train the model.

In the initial step, a uniform lexical probability is given to each possible alignment. In

the follo wing iter ations, based on the co-occur rence count of word pairs, better lexical

probabilities are learnt. This iterative process is repeated until it is converged to good

lexical probabilities. In each iteration, perplexity (A probabilistic measure of how well

the model predicts a sample. The measure is used to compare models, the lower per-

plexity indicates that the model is good in predicting sample. Refer Jelinek et al. [29])

is used to eval uate and dete rmine the convergence of the EM algo rithm.

Brown et al. [12] proposed five different gener ative models (brea king up the pro cess of

gener ating data into smaller steps, modeling the smaller steps using prob ability distribu-

tion and comb ining them back) based on this word alignment theory. They were named

from IBM model 1 until IBM model 5. Each succeeding model had an improvement

over its predecessor by including extra information to the alignment function.

The EM algorithm is used at the time of training, to estimate the hidden parameters

by maximizing the likelihood probability of the parallel training corpus. GIZA++ [30]

and MGIZA++ [31] are two of the widely used toolkits that implement IBM models

and Hidden Markov Models (HMM).

In IBM model 1 and 2, the models estimate the alignment using the lexical probability.

They consider the source sentence to calculate the lexical translation probabilities. IBM

models 3, 4 and 5 focus on the target sentence. In summary, key advances of the five

IBM models are:

IBM model 1: lexical translation

IBM model 2: adds absolute alignment model (position of the aligned word)
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IBM model 3: adds fertility model (deals with dropping a word or providing multiple

words for a given word)

IBM model 4: adds relative alignment model (local alignment within a phrase)

IBM model 5: fixes deficiency (avoid placement of output words to the positions that

have already been filled)

These IBM models do have drawbacks. The crucial drawback is that these models

can align each target word to one source word only. However, in practical scenarios,

many-to-many alignment is required, especially to translate expressions and idioms.

Also, these models do not consider any contextual information in estimating trans-

lation probabilities. As an enhancement over these limitations, phrase-based models

were suggested [32]. The following section briefly discusses phrase-based translation

models.

2.3.1.2 Phrase -Based SMT

In phrase -bas ed models, longer trans lation units (more than a single word) are consid-

ered to be the atomic units. Therefore more context ual infor mation is cap tured by the

trans lation. This leads to better translation than in word-based models. These multi-

word translation units are called phrases. Yet, there is no linguistic motivation in this

phrase partition. In order to cater to this, it is required to generate a phrase table with

phrases as entries. Apart from this, phrase-based models have the ability to handle

simple reordering techniques as it considers a phrase as a single unit.

IBM models still play a vital role in phrase-bas ed models as they are used in generating

word align ment, which is an important step in training phr ase-bas ed models.
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In word-based models, the alignment technique used is known as asymmetric alignment,

where each tar get word is aligned to only one sou rce word (one-to-many). In phrase -

based models, the method used to make many-to-many mapping is termed symmetriz-

ing. To create symmetrization, word alignment is trained in either direction (source-to-

target and target-to-source) separately. This will result in two alignment matrices.

This word alignment information is used to extract phrase pairs. Phrase extraction in-

cludes following steps [26]:

• Per forming asymmet ric alignment of the parallel corpus in both (source to target

and target to source) directions.

• Get ting a high-pre cision alig nment and a high-recall alignment by using the in-

tersection and the union of both align ments, respect ively.

• Start with the high-precision alignment points and add additional alignment points

using heuristics.

• Loop ing over all possible phrases of the target sentence and finding the minimal

source phrases that match each of them, to extract phrases.

Currently, phrase-based SMT systems are considered as the state-of-art SMT method-

ology.

2.3.2 Language Model

Language model is a crucial element in nat ural lang uage proces sing. It models the

fluency of the proposed target sentence with greater probabilities being appointed to

sentences that are more practical in natural lang uage [33]. A lang uage model assigns

a probability for each sentence that indicates how likely the sentence is to occur in the

text (the target side monolingual corpus). The higher this prob ability, the sentence is

considered better in the fluency. To reduce the complexity of the length of sentences, n-

gram language models are deployed [34]. These n-gram lang uage models use Markov
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assum ption to break the prob ability of a sent ence into the pro duct of the prob ability of

each word, given the his tory of previous words (the number of previous words consid-

ered depends on the order of n-gram).

The lang uage model influences the word choice, reordering and other decisions that

lead to language fluency. However, the fundamental challenge in this is handling data

sparseness. This happens since the natural languages are widely diverse, and covering

all the possible contexts of occurrences for a word in a corpus is practically infeasible.

Different smoothing techniques such as add-one smoothing [35], deleted estimation [35]

or Good–Turing smoothing [36] are used to get a small probability from the available

occurrences and to assign them to unseen occurrences. This helps to overcome the issue

of assigning zero probability for unseen occurrences [37].

Apart from these smoothing techniques, interpolation [38] and back-off [35] techniques

are used to address the problem of data sparseness. In interpolation, n-gram models of

different orders are combined. In back-off models, in the initial step, the highest order

model is consulted. If the occurrence is not found, it moves down to the lower order

models. Various techniques are used to determine the back-off cost and to move to the

elementary order models. One of the well-known technique is Kneser–Ney smooth-

ing [37].

For languages with larger amounts of data (target side monolingual data), the language

models lead to better results [2]. Yet extra measures are required to handle such large

models as it is computationally challenging. Models are trained in the disk. However,

since the model is needed to be loaded to the RAM at the time of decoding, efficient

data structures and clusters are being used.

Two different methods are used to measure the quality of language models. The first

way is an end-to-end evaluation. Here, the language model performance is evaluated by

incorporating it into the relevant framework (in this case MT). Though this evaluation

is the best, it is very expensive due to the high time consumption. The second approach

is to calculate an independent language model quality measure based on a development
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set. The standard metric used for this is perplexity (PP) [29]. It measures how much

probability is given to a set of actual (target) text.

Apart from the conventional statistical lang uage mod els, neural network-based lan-

guage models have also been used in recent research [39]. This is also known as

cont inuous space language model or CSLM. It tries to over come the dis advantages of

back-off n-gram language models. One of the dis advantages with the stat istical mod-

els is that the prob abilities are esti mated in a dis crete space. This will not support the

estimation of non-obser ved n-grams in the train ing data directly. However, in neu-

ral network-based language models, the words are projected onto a cont inuous space

during train ing where a multi-layer model, jointly learns the word proj ection and the

prob ability estimation [39].

2.3.3 Reordering Model

Reordering model is in-charge of the reordering of output words/phrases but at a cost.

Two types of reordering models are being used in SMT. They are the distance-based

model and the lexicalized model [2].

In distance-based models, the cost is computed by measuring the number of words that

are skipped when phrases in the source text are picked in the same order of the target

text. When the parameter is set closer to 0, monotonous translation is expected.

Since the distance-based model is not strong enough to handle reordering in specific

phrases, lexicalized reordering model is introduced [40]. This model is learnt from the

alignments obtained during the extraction of parallel phrases and is used to score the

order in which the aligned words appear in the target text.

2.3.4 Word Pen alty

Word pen alty en sures that the trans lations are neither too short nor too long [41]. This

model counts the number of words in the reference translation (with respect to the source
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sentence) and the weight of the model is adjusted at the time of tuning. If ω is the weight

of the word penalty model when ω < 1, the output is biased to be shorter than the source

and when ω > 1, the output tends to be longer than the source sentences.

2.3.5 Phrase Penalty

To generate translation hypotheses, the sentences are segmented into phrases. These

can be either short or long. The required phrase length depends on language as well

as the context [2]. Similar to the word penalty model, the phrase penalty model also

affects the phrases in the output sentences, whether longer fewer phrases or shorter more

phrases. Based on the adjusted weights, if ρ is the weight of the phrase penalty model

when ρ < 1, the system will prefer longer phrases while ρ > 1 means the system prefers

shorter ones.

2.3.6 Decoding (Search)

Decoding is a process of finding the best target sentence that maximizes the conditional

probability P(t|s) based on the log-linear function. First, the decoder searches over

for all possible translation options. Next, it scores the translation options using the

log-linear based function. Then the translation with the best score is selected as the

candidate translation.

However, there is an exponential number of hypotheses for each sentence. This makes

the decoding problem NP-complete [42], which means the process of searching all pos-

sible translations, scoring them and choosing the best one is computationally too expen-

sive even for a sentence of short length. Therefore, to reduce the number of translations

generated, heuristic methods are applied. Yet, the heuristic might not find the best

translation, but one close to it.

There are two reasons for not finding the best possible translation [2]. One is search

error and the other is model error. Search error occurs when the SMT system fails to find
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the best trans lation in the sea rch space. The model error occurs when the translation

with the highest probability according to the models is not a good translation. This

happens due to the deficiency in the training data.

Decoding for word-based SMT has comparatively higher complexity than phrase-based

SMT, as the former needs to focus on word level reordering. Optimal A* search [43],

integer programming [44], or greedy search algorithms [45] are being used for imple-

menting the decoding algorithm for word-based SMT, while beam search stack decod-

ing is widely used in phrase-based SMT [2].

In beam search algorithms, the decoder looks into all possible translation options in the

phrase table as shown in Figure 2.3.

Decoding process starts with an initial empty hypothesis. Then translation hypotheses

are constructed from left to right. The hypotheses are expanded by considering the

available translation options (refer Figure 2.4). Along with that, the source translation

vector is updated. The translation probability for each of them is calculated.

Figure 2.3: Possible Tamil translation options for a sample Sinhala sentence

To limit the exponential growth of this search space, different techniques are being used.

Hypotheses recombination (i.e. Combine similar hypotheses that cover the same source

translation, but have different scores), and pruning out bad hypotheses with worse scores

from the hypotheses stack is used to reduce the growth of the search tree. In order to

prevent pruning out good future hypotheses, future costs of hypotheses are estimated at

each step. Until all the source words are covered, all of the hypotheses are continued.
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Figure 2.4: Sample diagram of the decoding process

In case where there are multiple completed hypotheses found, the hypothesis with the

highest probability is selected as the best translation.

2.3.7 Tuning

Log-linear models allow multiple features with different weights, while noisy-channel

models allow only two features with the same weight. Generally, in log-linear models,

the weights of the features are adjusted using a supervised algorithm. This algorithm

is used to maximize the translation quality on a held-out parallel data set (tuning data).

The quality is measured by an automatic evaluation metric. This process is called tun-

ing. The default algorithm used for this process in machine translation is Minimum

Error Rate Training (MERT) [46]. Since MERT does not scale well to a large number

of features [47], other tuning algorithms such as Margin-Infused Relaxed Algorithm

(MIRA) [48, 49], and the Pairwise Ranked Optimization (PRO) [50] are also used.
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The process of weight adjustment for the features is as follows:

• Initially, random weights based on some heuristics are set for each feature (for

each feature hi weight is set as λi.)

• N-best translations of the development set (tuning set) are retrieved with current

weights (λi).

• Compare the objective score (using an automatic evaluation metric) of the n-best

translation with the previous run.

• Re-estimate the weights (λi).

• Iterate until weights have converged.

2.3.8 Evaluation

In order to quantitatively measure the quality of the output of machine translation, it

should be evaluated. This evaluation can be done either using manual evaluation (by

human) or automatic evaluation (using computers). Each method has its own pros and

cons.

Manual evaluation is based on two human judgment factors, adequacy, and fluency [51].

Adequacy is the measure of how much of information is contained in the output. Flu-

ency is the measure of how fluent the output language flow is. The scores are given in

the range of 1-5, where 5 is a perfect translation and 1 is an incompetent translation.

Since manual evaluation is costly with regard to time and money, automatic evaluation

is widely utilized in most of the machine translation evaluations.

In an automatic evaluation, the evaluations are based on some correlation metric be-

tween the translation output and one or more reference translations which are translated

by humans. This evaluation technique is much useful in evaluating relative translation
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quality between different experiments. Though the automatic evaluation is widely used

in the evaluations, still it is an open field for research [52].

The most established automatic evaluation metric in the field is Bilingual Evaluation

Under Study (BLEU) [53]. The evaluation happens by measuring n-gram occurrences

bet ween a given trans lation and the set of refer ence trans lations and then calculating

the weighted geometric mean. This metric is precision based metric where the score is

a fraction of n-gram matches to the n-grams available in the reference output.

Evaluation metric by National Institute of Standards and Technology which is known

as NIST [52] is another evaluation metric used in machine translation evaluation. This

evaluates in the same manner as of BLEU, though more weight is given for the correct

n-grams which are rare.

Translation Edit Rate (TER) [54] is an automated translation evaluation metric, which

is based on the minimum number of edits required to match the reference. Edits include

insertion, deletion, substitution, and shift of words.

Human-targeted Translation Edit Rate (HTER) [54] is an extended version of TER.

Here the human effort is involved over the machine translated output to edit to get a

fluent translation out of it. This edited output is used as the reference for the evaluation.

Word Error Rate (WER) [46] is an evaluation metric based on the edit distance derived

from the Levenshtein distance (a similarity measure between two strings where the

distance is the number of deletions, insertions, or substitutions required to transform

the source into the target).

Metric for Evaluation of Translation with Explicit Ordering (MTEOR) [55] is an evalu-

ation metric that is based on the harmonic mean of uni-gram precision and recall, with

recall weighted higher than the precision. The accuracy of this metric is higher than

that of BLEU [53]. Yet, this evaluation procedure is more complex as it requires tuning.
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The automatic evaluations are based on the comparison of the output to the reference

translation. The system may penalize at times for synonyms and different writing styles

in cases where both, the translation and reference are correct.

All the automatic evaluations depend on either the edit distance or n-gram similarity.

Yet, it fails to analyze the semantics of the output vs the reference. However, the au-

tomatic evaluations are widely used in MT evaluation task due to its time and cost

efficiency [2]. Out of the various automatic evaluation methodologies available, BLEU

is widely used in research [2] due to its best compromisation between the quality and

effort.

2.3.9 Common Challenges in SMT

SMT systems are built upon specific parallel corpus and monolingual corpus, hence

the systems are closed vocabulary. Due to this, SMT systems face following set of

challenges.

• Out -Of- Vocabulary (OOV): Some words in the source sentences are left un-

trans lated by the M T sys tem since it is un known to the trans lation model. The

OOV words can be categorized as named entities, inflection forms of verbs and

nouns, numerals and dates.

• Unknown target word/word combination to the language model: When the

word or sequence is not known to the language model, the system suffers from

producing fluent output as it does not have sufficient statistic on selecting among

the word choices.

• Mismatch between the domain of the training data (parallel and monolin-
gual corpus) and the domain of interest: Writing style and word usage can

have drastic differences from domain to domain. For example, the writing style

of official letters differs much from that of news articles. The meaning of words

may vary depending on the context or domain. For example, the word ‘tablet’
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is translated to a ‘pill’ if the considered domain is medical, while to ‘ hand-held

computer’ if the domain is computing.

• Ambiguity: Ambiguity is the problem of a word having multiple meanings or

can be understood in different ways. As in many other NLP tasks, even in MT,

ambiguity is a major challenge. The ambiguity could be lexical, syntactic, se-

mantic, or pragmatic.

• Multi-word expressions such as collocations and idioms: The translation of

multi-word expressions is beyond the level of words. Therefore, in most cases,

they are incorrectly translated.

• Mismatches in the degree of inflection of source and target languages: Each

language has its own level of inflection and different morphological rules. There-

fore, most of the time there will not be a one-to-one mapping between these in-

flections. This creates ambiguity while mapping inflection forms.

• Different word order patterns: Different languages do have different word or-

dering (some do have subject-object-verb while some others have subject-verb-

object). When translating, extra caution is needed to make sure that the output

flow is fluent.

2.3.10 Prior work in Sinhala-Tamil Translation

The Sin hala language is a branch of Indo -Aryan language family, while the Tamil lan-

guage is a branch of Dravidian language family [56]. Apart this, the syntactic diver-

gence between the two languages is lesser when they are compared with English [56].

For instance, both the languages are composed of subject–object–verb sentence struc-

ture. Although, either of the languages are highly inflected and morphologically rich.

However, when considering the languages, Sinhala and Tamil, the amount of research

that has been carried out in translation so far is very little. One reason could be the

lack of freely available data and linguistic resources. The published work is, in general,

27



experiments on the feasibility of translation in the open domain. The data sources are

news articles with marginal amounts of parliament order papers.

As the initial attempt, as a study on the feasibility of SMT, for the pair Sinhala and Tamil

was done by Weerasinghe [56]. ISI-Rewrite decoder was used for the translations while

CMU-Cambridge Statistical Language Modeling Toolkit for language model building

and Giza++ for translation model building. A parallel corpus of 5000+ parallel sen-

tences was used for this experiment which were Sri Lankan politics and culture related

news articles. The evaluation scores were very low. Yet, the comparison was done with

their previous Sinhala-English system. The evaluation scores were higher than that of

Sinhala-English system where they concluded that this is due to the more linguistic

similarity between Sinhala-Tamil than that of Sinhala-English.

With a parallel corpus of 5000+ parallel sentences from parliament order papers, a

system was analyzed by Sripirakas et al. [57]. Their system used Moses as the trans-

lation engine with Giza++ for Translation model building and SRILM for Language

model building. The experiments assessed the impact of tuning over the SMT model

and concluded that the Tamil-Sinhala direction produced better translation than in the

Sinhala-Tamil direction.

Another significant experiment was carried out by Pushpananda et al. [58] where they

examined the performance of SMT systems against the volume of parallel data. A paral-

lel corpus of 25,000 lines from the open domain, Sinhala monolingual corpus of 850K

sentence, and Tamil monolingual corpus of 407K were used to evaluate the system.

Moses along with Giza++ and SRILM were used in experiments. The results con-

cluded that though adding more data showed improvement, still, the system requires

more data to perform well. They further state that morphological richness of both the

languages is one of the reasons behind the lower scores.

Rajpirathap et al. [59] did a study on the system behaviour in absence and presence of

tuning step for the weights of different models and features (language model, translation

model, word alignment, lexical reordering). The source was 5000+ parallel sentences
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from parliament order papers. Here, the focus was on developing a web-based transla-

tion system.

Extending their initial work [58], Pushpananda et al. [4] used the same data set in

another study on improving the existing system with morphological analysis. Here,

Mofessor algorithm [60] was used to incorporate an unsupervised morphological ana-

lyzer to the system. The system was trained on morpheme-like units rather than the sur-

face forms. The results reveal that the system significantly reduces the number of OOV

words when this unsupervised morphological analyzer is incorporated. The experi-

ments were carried out only in Tamil-Sinhala direction. Translation service based on

this research is currently available under the name ‘Subasa’ at http://translate.subasa.lk/si2ta.php.

Apart from these published work, Google provides online translation form Sinhala-

Tamil and Tamil-Sinhala in Google Translate3.

2.3.11 Challenges in Sinhala-Tamil Machine Translation

Apart from the common SMT related challenges, Sinhala-Tamil do have their own set

of challenges. Few key points are listed below [4, 56–59]:

• Low resource: Sinhala-Tamil pair lacks freely available parallel data as well as

decently performing linguistic resources and tools. This causes the MT research

on this pair a practically hard problem.

• Both are highly inflectional: Sinhala, as well as Tamil, are highly inflected lan-

guages, and the degree of inflection is different.

For example, the words ‘ෙගදර’ /gedara/ and ‘Ûû’ /weedu/ mean ‘home’ in Sin-

hala and Tamil respectively.

Following are the corresponding equivalents for ‘to home’, ‘from home’, and ‘at

home’ which are the inflectional variations of the base word.
3translate.google.com/
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‘ෙගදරට’ /gedarata/, ‘ෙගද ’ /gedarin/ ‘ෙගදෙ’ /gedare/

‘Ûå·î÷’ /weettitku/ ‘Ûå·Áăèý’ /weettilirundu/, ‘Ûå·ï’ /weettil/.

However, the word ‘a home’ is an inflectional variation in Sinhala (‘ෙගදර’

/gedarak/) while it is represented with an article in Tamil as ‘ஒă Ûû’, /oru wee-

du/.

• One-many style: Apart from the mismatches in the inflection, there are conflicts

in word alignment in Sinhala and Tamil. Sinhala has many compound words that

are represented by a single word in Tamil. Each word in such compound Sinhala

word has a corresponding Tamil translation. This makes the word alignment task

tedious.

• Abbreviations and initials: When it comes to the initials as well as abbrevia-

tions, in either language, there is no norm followed. In some cases, the translitera-

tion of English letters is used while in some cases the first letters in the language of

consideration are used. Not having the knowledge on how the abbreviations were

derived makes translation confusing. Also, generating the English phonemes by

referring the Sinhala or Tamil script is also confusing as there are mismatches in

phonemes between the languages. For example, there are no different phonemes

in Tamil to distinguish the English letter ‘B’ and ‘P’.

• Orthographic error: As both, the languages consist of larger alphabet sizes

than English, the keyboard systems for Sinhala and Tamil are more complex than

that of English. In practical use most of the time, non-Unicode fonts are used in

document processing, sometimes with local customization over the font. Though

from the point of human reading this creates no harm, this non-standardization in

document processing makes it hard to produce linguistics resources for computer

processing. In most cases, this conversion process creates orthographic errors in

the data.
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2.4 Techniques for Improving Translation Quality

As the main focus of this thesis is to apply different pre-processing techniques to im-

prove the translation quality for a domain-adapted SMT with limited resources, this

section describes on related work on such techniques that were explored in our work.

Areas covered are domain adaptation, terminology integration, and out-of-vocabulary

handling.

2.4.1 Domain Adaptation

It is well-known that the performance of SMT degrades when the test data set highly

deviates from the training data set. The reason is that the underlying statistical models

try to approximate the empirical distributions of the training data, which always rep-

resent the characteristics of the training data. The languages are highly variable with

respect to several dimensions, such as style, genre, domain, topics, etc. SMT systems

developed for open-domain are not capable of addressing these domain-specific varia-

tions, as they are trained using general data. The best way to set up a domain-specific

SMT system is to build an SMT system solely with a large amount of in-domain data.

Yet, finding such a large amount of in-domain data is practically infeasible for many

languages.

An amount of research has been done on domain adaptation, either with parallel or

monolingual in-domain data (e.g: Koehn and Schroeder [61], Bertoldi and Federico

[62], Hildebrand et al. [63]). Utilizing in-domain corpora along with out-domain cor-

pora, with the same priority, is a challenge. If a single translation model is trained with

the entire parallel data (in-domain and out-domain), the domain specific features get

overwhelmed by the out-domain data [61]. Nonetheless, the SMT system may fail in

generalizing general language characteristics, if only the in-domain corpora are used.

This may lead towards low quality translation [64]. Therefore, domain-specific SMT
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engine should occupy the generalizations of an engine trained on large parallel corpora,

while not failing to have domain relevance.

Two major approaches have been used in domain adaptation in previous research. These

methodologies are applicable depending on the data ratio difference between the in-

domain and out-domain data:

1. Using an open-domain system to fine-tune into a specific domain

Koehn and Schroeder [61] suggest the use of cross-domain adaptation. A sub-

stantially smaller size in-domain data is being exploited over a substantially larger

size out-domain data, using linear interpolation technique.

Foster and Kuhn [65] used the concept of mixture modeling [66], to develop

dynamic domain adaptation. For multiple different domains, adaptation was done

using a cross-domain technique. By analyzing the input text, a mixture model is

generated based on an unsupervised clustering method and mixture weights are

estimated dynamically. This is an extended version of the system by Koehn and

Schroeder [61], as they cater to domain adaptation for multiple domains within a

system in a dynamic manner.

Civera and Juan [67] used mixture modeling in domain adaptation, to enhance

the word alignments by intervening the alignment process to generate topic-dependent

word alignment over general alignment. Yet they doubt on the applicability of this

technique, as the performance of SMT depends on many factors.

The approach based on these adaptation techniques is feasible for a pair that al-

ready has a good open domain system (has reasonably enough open domain data)

while having a minimal domain-specific data. Simply, the in-domain data is used

to fine tune the open domain system to a specific domain.

2. Data filtration techniques to extract data from the open-domain corpus that
is similar to the in-domain data

32



In order to guarantee that the data is from a same or similar domain, different fil-

tration techniques are used in collecting and filtering open-domain monolingual

data [68], as well as parallel data [63].

Data filtration is the process where a given set of data is being processed to re-

move the less similar sentences from an out-domain corpus with reference to the

given in-domain corpus (tuning set).

One of the measures used for filtration is perplexity [2]. It is used to evaluate

how similar a given sentence to a reference model is. Different techniques are

being developed based on this concept to filter parallel as well as monolingual

data. This concept is used in SMT domain adaptation with the motive to reduce

the influence of highly deviating or less similar sentences.

Gao et al. [69] suggest the use of a simple perplexity metric of sentences based

on the in-domain language model, to filter off the sentences that have a perplexity

higher than a threshold. Moore and Lewis [70] convey the idea of using the cross-

entropy difference between the in-domain and out-domain language models as the

measure for filtration. They point out that this technique works better in reducing

the perplexity than the method by Gao et al. [69]. Both these techniques can be

applied for parallel as well as monolingual data. Axelrod et al. [71] suggest the

use of bilingual cross-entropy differences, which can only be used over parallel

data.

Though these techniques are based on minimizing the perplexity, improvement

in the SMT translation quality is not assured [70, 71], as the behavior of SMT

systems depends on multiple factors.

2.4.2 Terminology Integration

Terminologies are words or compound words that give specific meanings in specific

contexts. This includes technical terms, named entities, designations, nominal phrases,
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and multi-word expressions. When it comes to professional translation, for the transla-

tion of such terminologies, more emphasis is given on the correctness and consistency

of them based on the predefined reference/collection. Since terminology is a key ele-

ment in government official documents, it is important that machine translation used

in the translation workflow provides support to correctly handle terminology. Two key

quality requirements need to be considered:

1. Terminologies need to be translated correctly: The translation needs to be as

of in the provided reference term collection.

2. Terminologies need to be translated consistently: When multiple instances of

the same word exist in a given document, the same translation should be given to

all of those instances.

SMT systems face challenges in fulfilling the first requirement, since the system may

not be able to identify sufficient context. In SMT systems the second requirement be-

comes more challenging than in rule-based systems since the system translates based

on statistics rather than definite rules.

Therefore, explicit attention is required to translate terminology. This will result in an

improvement of the overall translation.

The following are few translation issues in SMT when no explicit support is given for

terminology integration.

• Terms may not exist in the SMT models: The term is an out-of-vocabulary and

the term is left untranslated by the system.

• Terms may be translated into incorrect equivalents: A term may have multiple

translation equivalents where not all the options are appropriate to the given con-

text.
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• Multi-word terms may be translated word by word: when non-breakable multi-

word expressions are translated by splitting in between, it will result in word-by-

word translation of words. This will lead to translation of words to their literal

meaning, which leads to incorrect translations. For example, the translation for

the word ‘ජංගම රකථන’ (/jangama durakathana/ (mobile phone) is ‘ைகயடàக
ெதாைலேப´’ /kayyadakka tholaipesi/ (handheld phone) in Tamil. When this is

translated word by word, though the literal meaning is correct, it will not be a

fluent translation.

• Breaking of morpho-synthetic agreement between the constituents while trans-

lating : Morpho-synthetic agreements play a vital role in the translation of mor-

phologically rich (highly inflected) languages such as Sinhala and Tamil. For

example: for the term ‘බධනාගාර අකා’ /bandanagara adikari/ (Prison Su-

perintendent), the correct translation should be ‘மÀயîசாைலà கæகா¸êபாளí’ Yet

the word ’බධනාගාර’ is an inflected form of the base word ‘බධනාගාරය’

which has multiple forms in Tamil.

Terminology integration can be performed in two levels, in SMT systems [72]. 1) Stat-

ically (training the system with terminology) 2) Dynamically (when translating using

a predefined SMT system). In static methodology, the knowledge of terminology in-

fluences the training procedure. In dynamic methodology, knowledge is influenced at

the time of decoding with no changes in the existing models, by deploying pre, and

post-processing techniques over the text to be translated. The figures 2.5, 2.6 depict the

conceptual design of static and dynamic integration methodologies, respectively.

Many previous research work report improvement in translation quality for static as well

as dynamic integration of terminology in SMT systems.
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Figure 2.5: Conceptual design of static integration of terminology

2.4.2.1 Static Integration

Terminology integration is indirectly addressed in past research under multi-word ex-

pression (MWE) integration to SMT.

Initial work was done by Ren et al. [73] for Chinese-English pair. The experiments

were carried out for medical domain (60k - parallel lines of sentences), and chemical

domain (80k - parallel lines of sentences). The MWEs were extracted from the parallel

data itself. Three different methodologies were experimented. They are:

1. Re-training the system with the list added to the parallel corpus (since the list is

from the same corpus, it puts more emphasis on the expression).
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Figure 2.6: Conceptual design of dynamic integration of terminology

2. An additional new feature is added to the phrase table. For the phrase entries that

have the correct MWE translation the value is set 1, otherwise, it is set to 0.

3. Use of multiple phrase tables. Apart from the phrase table generated from the

parallel corpus, use the list to generate another phrase table. This phrase table is

created with all the probabilities set to be 1.

Here results revealed that all the above techniques performed better than their baseline,

while the technique with a new feature (second technique) outperformed.

Carpuat and Diab [74] experimented on the usefulness of the knowledge of monolingual

MWEs on English-Arabic system with 2.5 M parallel sentences. The MWEs were
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extracts from WordNet and 500 high-frequency phrases from the phrase table. Two

techniques were experimented.

1. The source MWEs were concatenated together with underscores as a single unit

before the training process.

2. A new feature is added to the phrase table to indicate the number of MWEs

present in the phrase.

Out of the above two, considering the MWE as a single unit performed better.

Bouamor et al. [75] experimented three different techniques for English-French system

with the bilingual/parallel list extracted from the parallel corpus (100k lines of parallel

sentences) itself. The first technique was based on the retraining as of in Ren et al. [73].

In the second technique, the entries were added to the phrase table with the lexicon

probabilities set to 1. In the third technique, an extra feature is added to the phrase

table of the second method to indicate the presence of MWEs. Here the first method

performed better while the third method under performed.

As an extension of Carpuat and Diab [74] on monolingual MWE integration, Ghoneim

and Diab [76] did a study on different types of multi-word expressions (named entities,

nouns, verbs, adjectives and adverbs). Experiments were carried out and evaluated

separately for each type of MWE. Results revealed that different methodologies work

better for different MWE categories.

Skadiņš et al. [77] experiment on the use of bilingual terminology lists to do domain

adaptation over a system with a large amount of open-domain data (5,363k lines of

parallel sentence, 33,270k lines of monolingual sentences) and very small amount of in-

domain data (tuning set -1745 lines of parallel sentences, testing - 872 lines of parallel

sentences), for English-Latvian. Three different term lists were used in evaluations.

They were:

1. A list manually extracted from the in-domain parallel corpus
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2. A list automatically extracted from a comparable corpus

3. Entries from a term bank, which is manually compiled by professional translators.

Entries were in their base forms.

Two methodologies were experimented:

1. The lists were added to the parallel corpus for training, and the target side was

added to the monolingual corpus for language model training.

2. A new feature (ternary) was added to the phrase table to indicate the presence of

term and correct translation for the term (term aware phrase table).

The results revealed that the use of the extracted list performed better than term banks

as the extracted ones had the inflection variant.

Arcan et al. [78] showed significant quality improvement for English-Italian pair based

on the fill-up technique. The phrase table created using the list was used to fill the

gaps in the primary phrase table. An extra new feature was added to the phrase table

to indicate the origin of the entry. The list was extracted from a monolingual corpus of

either language.

In all previous cases, the research has been carried out for language pairs with a reason-

able amount of parallel data. In most of the cases, bilingual lists were extracted from

the parallel data itself. Therefore, the experimented methodologies put more emphasis

on the available data, while the presence of these terms in the parallel corpus helped in

providing context for the terms.

2.4.2.2 Dynamic Integration

One of the common issues with terminology integration is that the term is not known

to the translation model. When the model cannot be re-trained, the SMT system can
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be provided with runtime integration for existing terminology lists. A number of ex-

periments have been carried out in past on integrating terminology to the SMT system

without re-training the models. Carl and Langlais [79] showed that use of term dic-

tionaries to pre-process the source text gave an improvement in translation quality of

English-French system. For English-Russian pair, Babych and Hartley [80] showed that

the inclusion of named entities into ‘do-not-translate’ list by pre-processing the source

text and not translating them by SMT system, improved the translation quality.

Apart from this, based on the Moses SMT framework’s support for data input in XML

format, research has been carried out to provide external translation options for terms. Ar-

can et al. [78] used this technique to identify the exact matches and provided translation

equivalents for English-Italian system. In case when multiple translation equivalents

were found, source contexts with Wikipedia documents were used to perform context-

based disambiguation.

Similar kind of approach was experimented by Pinnis [81] for many language pairs

(English-Latvian, English-Lithuanian, English-German, and English-Estonian). The

focus was given in exploring different methodologies for term identification and inflec-

tion form generation.

2.4.3 Handling Out-of-Vocabulary Words

SMT systems create their models by analyzing the training data provided. Translations

are picked from the translation model that is generated from the word alignment of this

(parallel) training data. The system finds it difficult to translate the words that are not

present in the translation model. Such words are left untranslated or dropped in the

translation output. These words are termed as unknown words or Out-of-Vocabulary

(OOV).

When the SMT system is a low-resourced setup, the vocabulary coverage is less. Due

to this high sparseness in the data, the suffering from OOV is higher. Apart from that,
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for the morphologically rich languages such as Tamil and Sinhala, as the SMT systems

consider each inflection form as a different word, OOV becomes more challenging.

These OOVs can be categorized as named entities, inflection variations, technical terms,

compounds, misspelled words or foreign words [82]. Based on the type of OOV ad-

dressed, different approaches are tried out. Integration of transliteration models, POS

and morphology integration, and use of paraphrases are few [2].

Habash [83] for an Arabic-English system handles OOVs by augmenting the phrase

table with new entries based on morphological analysis, transliteration, spelling cor-

rection, and dictionary lookup. Habash and Metsky [84] present another technique for

Urdu-English, where the seen morphological variants are used to find possible transla-

tions for OOVs.

However, these methods are heavily dependent on language-specific resources and lin-

guistic properties. Therefore, these techniques are not applicable for languages apart

from the one on which they were experimented on, as well as for low-resourced pairs

that lack reasonably performing linguistic tools (i.e. morphological analyzer).

Out of the above-mentioned approaches, paraphrasing has been used in many previous

research. Paraphrases are the alternative way of expressing the same idea, in a different

way, in the same language. Previous approaches differ in the ways how the paraphrases

were found/generated.

A domain-specific OOV handling was experimented by Banerjee et al. [85] for technical

forum data for an English-French setup. The OOV were classified based on their type

(terminology, spelling errors, content words, URLs, email addresses, and fused words)

and they were post-edited using supplementary parallel data and spell checker.

Callison-Burch et al. [86] use bilingual pivoting to generate paraphrases for the OOV

words. Here another third language is used as an intermediate version to find transla-

tions for the words that did not find a direct translation between the source and target sen-

tences. Experiments were carried out for Spanish-English and French-English setups,
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with the parallel data between the source language and Danish, Dutch, Finnish, French,

German, Italian, Portuguese, and Swedish were used as the pivot language to generate

the paraphrases. Yet, this is ideal for a language pair that has reasonably enough parallel

data with another common language.

As a solution to this, Marton et al. [87] came up with an approach based on distributional

semantic similarity measure over a source-language corpus for English-Chinese and

Spanish-English. The original phrase table was augmented with new entries generated

for the OOV based on paraphrasing. A new feature is included to the phrase table to

differentiate the original entries from the augmented entries.

Razmara et al. [88] used a graph propagation technique to generate paraphrases for

French-English setup. The graph is built up from source side monolingual data along

with the source-side of the parallel data available. The nodes with the associated mean-

ings were linked together, while target-side translations along with their feature values

were annotated for the nodes with translations in the phrase-table. Then to propagate

translations from labeled nodes to unlabeled nodes a graph propagation algorithm is

used.

Chu and Kurohashi [89] experimented on the use of word-embedding [90], semantic

lexicons (using Word-Net [91], FrameNet [92], and the Paraphrase Database (PPDB) [93])

and a combination of both as of Faruqui et al. [94], to generate paraphrases for the OOVs

for English-Chinese setup. Here the combination of both the methods gave the highest

scores.

2.5 Summary

In this chapter, the intro duction to machi ne trans lation, its his tory, and different ap-

proaches are discussed. Since the thesis is based on statistical machine translation;

more focus was given on the basics of SMT, its functional components, and evaluation

methodologies. This is followed by the discussion on general challenges in SMT. As
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the language pair of consideration in this thesis is Sinhala and Tamil, summary on the

previous work and challenges faced by this pair are discussed. Compared to the well-

performing SMT systems, Sinhala-Tamil pair is still in the incubation stage and lacks

reasonable amount of resources. This requires extra effort such as pre-processing to im-

prove the system with available resources. Since this thesis focuses on such techniques,

the latter part of this chapter focuses on a few techniques that were used in improving

the translation quality of SMT in the past. The areas discussed are domain adaptation,

terminology integration, and out-of-vocabulary handling.
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Chapter 3

The Baseline Si-Ta SMT System

3.1 Introduction

Sinhala-Tamil translation plays a vital role in Sri Lanka as both are considered as the

official languages of the country. However, the number of individuals having a decent

knowledge in both the languages is very minimal. This requires to publish each of the

government related information in either language to provide each citizen an equal right

to access the information. This process requires translation of content before publishing

(most of the time from Sinhala to Tamil as original documents are prepared in Sinhala).

And the translation process is done manually. However, this process functions inef-

ficiently due to lack of human translators. This further increases the requirement for

finding an alternative option to speed up the translation process. As a solution, using

machine translation output as an intermediate translation version for the translators to

work-on by post-editing can be used to speed up the translation task [95].

With this focus, the Center for National Language Processing (CNLP) 1of University of

Moratu wa, and the Department of Offi cial Lang uages, Sri Lanka joined hands to im-

plement a machine trans lation system to assist the professional translators. The system

was named ‘Si-Ta’.
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This chapter discusses the groundwork on building the Si-Ta system. This includes

data gathering, pre-processing, experimenting with available tools and techniques, and

building the initial baseline system.

3.2 Selection of Translation Methodology

Out of the available methodologies (rule-based, example, statistical, neural), the statis-

tical machine translation methodology was preferred due to the following reasons:

• Rule-based MT systems require strong linguistic tools (morphological analyzer,

part-of-speech tagger etc.) and greater involvement of linguistics, as a detailed

analysis of the languages is essential to define the rules [26]. Yet both the lan-

guages are low-resourced. Therefore, greater human involvement is required.

• Example-based MT systems are ideal for translation tasks with repeated similar

kind of work (ideal for translations of user manuals) [96]. Yet when it comes to

government official documents, variations are found from organization to orga-

nization.

• Though neural MT is said to be the best performing methodology as of today, it

requires parallel data in larger quantities (minimum in hundred thousands) [97],

which is not feasible for a pair of low-resourced languages.

3.3 Data Source Description

Sinhala-Tamil is a low-resourced language pair with a barely minimum freely avail-

able ready to use parallel corpus. Therefore, it was required to start the work from the

initial stage of data gathering. For this, government official letters and government ad-

ministration related documents were considered in the data preparation. Data from the

following sources were gathered:
1https://www.mrt.ac.lk/web/nlp
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• Government official letters: Consist of letters from the Department of Official

Languages, divisional secretaries of various provinces, police stations, and uni-

versities. The text consisted of a higher number of short phrases as the letters

consisted of sender/receiver names, address, designations, and salutations.

• Government circulars: This includes the circulars from the Department of Ed-

ucation, as they were available on the web.

• Annual reports: Annual reports from different government ministries. The doc-

uments had many entries such as lists and tabulated data.

• Parliament order papers: Includes parliament proceedings. The text is in the

form of question-answer format.

• Establishment code: Consists of the establishment code for government institu-

tions. The document consists of technical term definitions and regulatory state-

ments.

However, most of these documents were in a ready to be used state. Some were only

in hard copy format in one language. The documents that were in soft-copy form were

sometimes either in a non-Unicode form or were having locally customized fonts.

The single source documents were manually translated with the help of human transla-

tors. Documents in hard-copy form in both languages were digitized (typed into elec-

tronic form) by typists. For the other documents that were obtained in PDF format, a

custom developed tool was used to extract data. Still, many font abnormalities were

observed due to localized customization of the fonts. Those were manually corrected.

Finally, using the semi-automatic sentence alignment tool created by Hameed et al. [98]

was used create parallel data.

Table 3.1 summarizes the statistics of the data used for the parallel corpus. As there

were many mismatches in the punctuation (refer sample Figure 3.1 ) these mismatches

were eliminated using a script.
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Figure 3.1: A sample screenshot where there are mismatches in the punctuation in
parallel sentences.

Table 3.1: Statistics on parallel data (S- Sinhala, T- Tamil)

Source type no of sentences no. of words (S) no. of words (T)
Source-A Official letters 9,151 103,864 94,513
Source-B Circulars 1,588 27,592 22,568
Source-C Annual Reports 2,088 27,074 23,054
Source-D Order papers 9,194 160,776 133,464
Source-E Estab. code 3,076 71,124 58,058

Apart from the target side of parallel data, freely available single source data was gath-

ered from different sources, with the motive to reduce the sparseness in the language

model. The sources of these data were wiki dumps, news articles, blog post, and bible

translations. Table 3.2 and 3.3 illustrate the statistics on Sin hala, and Tam il mono lingual

data, respectively.

Table 3.2: Statistics on Sinhala monolingual data

Source type no. of sentences no. of words
Source-X Wiki dump [99] 200,000 3,247,421
Source-Y News crawl 4,535,660 64,888,644
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Table 3.3: Statistics on Tamil monolingual data

Source type no. of sentences no. of words
Source-P Bible, online blogs [100] 169,871 3,337,591
Source-Q BBC news [101] 6,097 91,712
Source-R Wiki dump [99] 300,000 7,649,915
Source-S News crawl [99] 1,000,000 24,081,039
Source-T IAS-NLP [102] 50,000 624,002
Source-U Annual report 92,902 585,718

3.4 Selection of an SMT Framework

In order to select an SMT translation framework, freely available SMT systems were

analyzed. The following systems were considered:

• Moses [103]

• Phrasal [104]

• Pharaoh [105]

Moses is the descendant of Pharaoh with more enhancements. Both were the research

outcomes of the University of Edinburgh. Phrasal was the latest and it is from Stanford

University. The initial attempt was carried out with Phrasal. However, the code base

had many code breaks and the community support was very poor. In contrast, Moses

community was very active and the code was maintained well with nightly builds.

Therefore, Moses was selected as the SMT framework to develop the system.

3.5 Baseline System Setup

The SMT system was built using Moses. Figure 3.2 illustrates the baseline Si-Ta system.

Careful consideration was given when partitioning data for training, tuning, and testing.

The standard Moses filtration was utilized to confirm that the sentences with extreme
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Figure 3.2: Baseline Si-Ta system

length ratio differences are removed effectively as this makes the word alignment task

more complex. As the official letters had a high number of repeated phrases (same

headers and footers were repeated over multiple documents), to make sure that testing

and tuning will not be biased, a text similarity-based technique was used to extract

unique sentences for testing and tuning. For testing and tuning, respectively 300, 1000

sentences were used while the test was used for training.

For word align ment, Giza++ [30] was used with default settings which are ‘msd -bidirectional-

fe’ as the re ordering technique and ‘grow-diag-final-and’ as the symmetrization heuris-

tics.

As the smooth ing technique, ‘Good Turing’ [2] was used to smooth the phrase table

scores (smoothing techniques are a way to add relative frequency estimates to com-

pensate data sparsity [106]). Lexical trans lation scores, phrase tran slation score, and a

linear distortion score were used along with word and phrase penalties in the transla-

tion model as feature s. These features have shown favourable results for other lang uage
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pair s in previous experiments.

SRILM [107] was used for language modeling. The target side of the parallel data

and the target side mono lingual data were used to build the language model. 3-gram

back-off language models were created with modified Kneser-Ney [37] as smoothing

technique. They were the commonly used features in many prior experiments.

For decod ing, cube pruning technique with the max imum phrase length of 5 and a stack

size of 5000 [108] was used in Moses. Minimum Error Rate Train ing (MERT) [46] was

used for feature weight tuning using 100 best trans lations of the tuning set.

3.6 Summary

This chapter discussed the background details of building the baseline system along

with the reasoning for selecting SMT as the implementing methodology. The chapter

also described the data sources and technical details of implementation.
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Chapter 4

Techniques for Improving SMT

4.1 Introduction

As explained in the previous chapter, the system was built using minimal resources.

This creates abundant avenues for improvements. With the consideration on the lim-

itations as well as the availability of resources, possible improvement avenues were

evaluated on the baseline system.

Though the amount of available parallel data was considerably less, larger open do-

main monolingual data, bilingual terminology/glossaries, general dictionary entries,

and larger name list in both the languages were attainable. By utilizing these resources,

different techniques were evaluated to improve the translation quality by domain adap-

tation, integration of terminologies, dictionaries and name list, and handling the out-

of-vocabulary using paraphrasing techniques, based on word embedding. Here a novel

data augmentation technique is presented, which is used to generate synthetic paral-

lel data out of available parallel data and a bilingual list. In addition, a heuristic based

novel paraphrase technique is discussed under out-of-vocabulary (OOV) handling. This

chapter elaborates on these techniques.
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4.2 Domain Adaptation in SMT

As mentioned in the previous chapter, the system was built with a single translation

model and a single language model. However, the writing style and the topic of interest

differs from one data source to another. For example, the writing style of official letters

is formal while the writing style in blog articles is more slang and colloquial while order

papers were more like debate where sentences are questions and answers.

In the baseline system, no different priority was set for the data sources, according to

their relevance to the domain of consideration. All data sources were used as a collec-

tion, giving the same emphasis over the translation.

With the intention of fine-tuning the system towards the domain, two different domain

adaptation techniques were evaluated. They are:

• Multiple models [2]: Partitioning the data according to the relevance to the do-

main, and building individual models for each set.

• Data filtration [70]: Filter off the less relevant content from the corpus, based

on similarity measures.

The following two sub-sections describe these two techniques.

4.2.1 Multiple Models

As mentioned in section 3.3, data was gathered from multiple different sources. Es-

pecially the monolingual data was from diverse domains. The gathered data was cate-

gorized into three categories, namely, in-domain, pseudo-in-domain, and out-domain,

based on the context, relevance, and writing style.

Data gathered from official letters (e.g., Department of Official Languages, Secretariat

department, etc.) was considered as 0in-domain. The data from the other sources such
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as parliament order papers, annual reports, establishment codes, and circulars were

categorized under pseudo-in-domain. Although these were the documents from gov-

ernment institutions, the style of writing was rather peculiar from the official letters

which were considered as in-domain (e.g. The parliament order papers were more like

debate while establishment codes had definitions and procedures).

Data collected from the web, (such as news articles, wiki dumps, and blogs), and data

collected from free online sources were classified as out-domain data, as the context

and writing style were quite different when compared to in-domain official government

letters.

For language modeling, individual models were built for each category and two different

integration techniques were evaluated:

• Log-linear interpolation [109]: The created individual models were added as

sub-models to the system. At the initial stage, all these models were given the

same weights. At the time of tuning, these weights were adjusted with regard to

their applicability to the tuning set. Figure 4.1 illustrates the conceptual design

of log-linear interpolation.

• Linear interpolation [37]: A new model is produced by combining a number

of existing models in a specified ratio. The ratio is determined based on the

perplexity measures for the tuning set. Here in the SMT system, only a single

language model is used, which is an interpolated model. Figure 4.2 depicts the

conceptual design of linear interpolation.

4.2.2 Data Filtering

Apart from segmenting the data and creating individual language models, as the ratio of

out-domain data to in-domain data was considerably higher, data filtration techniques

were evaluated over out-domain data.
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Figure 4.1: Language models are log-linearly interpolated. LM 1, LM 2 and LM 3
are the individual language models created from the in-domain, pseudo-in-domain and

out-domain data.

XenC [110], a well-known open source data filtration tool was used to do the filtra-

tion over the out-domain data. Two separate LMs were created for in-domain and out-

domain data using SRILM. These LMs were used in calculating the perplexity dif-

ference for each sentence, (in the out-domain corpus) between both the models. This

difference between the perplexities is used in determining the eligibility of a sentence

to be filtered out. The sentences with the value (difference in perplexity) higher than

the threshold are filtered out.

The perplexity of each data type (domain based) and the filtered data are tabulated in

Table 4.1 and 4.2 for Sinhala and Tamil data sources accordingly.

54



Figure 4.2: Language models are linearly interpolated. LM 1, LM 2 and LM 3 are
the Language models created out of the in-domain, pseudo-in-domain and out-domain

data while the LM is the interpolated language model.

This filtered out-domain corpus was also integrated into the system in linear and log-

linear fashion.

4.3 Terminology Integration in SMT

With the intention to enhance the translation quality, two domain-specific bilingual lists

were utilized. Both the collections were bilingual lists of terms in their base forms,

which were created by professional translators. They are:
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Table 4.1: Perplexity values for different domain data - Sinhala

Source Perplexity
In-domain 87.42
Pseudo-in-domain 604.48
Out-domain 918.38
Filtered out-domain 518.18

Table 4.2: Perplexity values for different domain data - Tamil

Source Perplexity
In-domain 214.62
Pseudo-in-domain 415.56
Out-domain 2210.49
Filtered out-domain 1814.93

• TERM-1: A list that consists of official designations and names of government

organizations. The entries were 2-5 words length nominal phrases, where the

average length was 3 words long.

• TERM-2: A list of glossary related to government administration and operations.

The terms come from public administration, land administration, financial reg-

ulations, Army, Navy, Air Force and Police. The entries were phrases with a

length of 1-3 words which include verbs, nouns, adjectives, and adverbs.

Entry counts on each lists is tabulated in Table 4.3. These lists were integrated using four

different static and a dynamic integration techniques. In static integration, three tech-

niques have been attempted in prior researches, while one is a novel technique where

the bilingual list is used for generating augmented parallel data.

For each of the integration techniques explained here in this sub-section, these lists

were incorporated one by one individually. Therefore, the term Terminology in the rest

of this section refers to the list TERM-1 and TERM-2 in general. Experiments for each

technique were repeated for each of the lists.

The following subsections elaborate on each of these techniques.
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Table 4.3: Statistics on the terminology list utilized

Source No of entries
TERM-1 5,291
TERM-2 19,861

4.3.1 Static Integration Techniques

Under this sub-category, four different terminology integration techniques were evalu-

ated. As these techniques impact the pre-defined models and require re-training, these

techniques are referred to as static integration techniques [72].

4.3.1.1 As Corpus

This is the simplest form of the static integration technique [75]. In this technique, to

train the translation model, Terminology is used along with the parallel data. The entries

in the target side of the Terminology are used along with the monolingual data in training

the language model. Concept of this technique can be depicted as in Figure 4.3.

This technique is quite effective because this technique increases the term coverage of

the models (reduce the chance of a term being out-of-vocabulary). This creates the like-

lihood of having a minimum of one translation hypothesis for the term. This technique

works better when the term is found in both, the parallel corpus and the monolingual

corpus. At the time of translation, the translation model is accountable for produc-

ing translation hypotheses. Then the language model is accountable for selecting the

best option from the options produced by the translation model, by estimating their

presence in the target language. Especially for terms with multiple words, this plays a

vital role in selecting the most suitable word combination. For example: for the word

‘ෙපා ථානය’ /police stanaya/ (police station), the correct Tamil translation is

‘ெபாÁô ºைலயë’/police nilayam/. However the word ‘ථානය’ /sthanaya/ alone refers

to ‘place’ for which the corresponding Tamil word is ‘இடë’ /idam/. When the term

‘ெபாÁô ºைலயë’ /police nilayam/ is not present in the language model, though the
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Figure 4.3: Conceptual design of terminology integration-‘as corpus’

correct translation ‘ெபாÁô ºைலயë’ for ‘ෙපා ථානය’ had the highest translation

probability as the whole phrase, the system does not pick it. Instead, it provides the

translation as ‘ெபாÁô இடë’ /police idam/ which is incorrect.

4.3.1.2 Multiple Tables

In this technique, similar to an approach evaluated by Ren et al. [73], two different

phrase tables (translation models) were created. One is for the parallel corpus and the

other is for Terminology. However, in Ren et al. [73]’s approach, in the second phrase
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table created from Terminology, the probabilities are set to 1. In our approach, both

the phrase tables were generated using the default training procedure, where heuristics

were used for word alignment. The reason is that the Terminology consists of many

multi-word terms. Therefore, setting the probabilities to ’1’ may cause problems when

the same word has different trans lations in different term entries according to the con-

text. Figure 4.4 illustrates one such example. In general, the word ‘ර’ /istheera/

(permanent) is referred to as ‘ºரèதரë’ /nirandaram/. However, the first example illus-

trated in Figure 4.4 refers to ‘one who second it’, and the rest of the examples have the

inflection variation of the word ‘permanent’.

Figure 4.4: Sinhala word ‘ර’ having translation variations based on the context
and inflection as highlighted.

Both the phrase tables (the table created from the parallel corpus and the table built

using Terminology) were used as two sub-models in the log-linear model. The initial

weights for both the tables were set to the same value. At the time of tuning, the weights

of both phrase tables were adjusted with reference to the tuning set. The abstract design

of this integration technique is illustrated in figure 4.5. Here TM-1 refers to the primary

phrase table created from the parallel data, while TM-2 refers to the phrase table created

from Terminology.

4.3.1.3 Merged Tables

This technique follows the same approach as ‘fill-up’ by Arcan et al. [78]. Individ-

ual phrase tables were created for parallel data and Terminology separately, as in sec-

tion 4.3.1.2. The phrase table from the parallel data is considered as the primary. From
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Figure 4.5: Conceptual design of terminology integration technique - ‘Multiple ta-
bles’

the secondary phrase table (phrase table from Terminology,) only the items missing in

the primary table are added to the newly created table. Apart from the default features

in the phrase table, a new feature was included to the table to differentiate the fill-up

entries from the original entries. At the time of tuning, this feature weight was adjusted

along with the other features. Therefore, based on the impact of the added entries (sec-

ondary table entries included in the new phrase table) on the tuning set, the weight is

either increased or reduced. This technique basically uses the table merge feature in

Moses [111] to merge the individual tables into one final table. Figure 4.6 is a sample

screen-shot of the new phrase table with the new feature highlighted, where the binary

values are set to their corresponding log-values (1 and 2.718).
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Figure 4.6: Sample screenshot of a phrase table for ‘merge-table’. Values for the new
feature are highlighted.

4.3.1.4 Parallel Data Augmentation with Bilingual Lists

In the techniques mentioned in the previous sub-sections (section 4.3.1.1, 4.3.1.2 and

4.3.1.3), no contextual information for the terminologies is provided. In most of the

previous work, this kind of lists were derived from the parallel corpus itself. However,

for a low-resource setup, such as Sinhala-Tamil, the amount of parallel data is consider-

ably lower. The lists used in this thesis were manually compiled by human translators.

Therefore, with the motive to provide context and multiple occurrences for the terms,

three techniques were proposed on data augmentation using the bilingual list and par-

allel data.

The following four subsections provide a detailed description of the augmentation tech-

niques proposed by us. Experiments for these techniques were carried on only with

‘TERM-1’ as the type of words in this list was predictable (all the entries were nouns -

either designations or organization names) while other list had entries of different word

classes (nouns, verbs, adjectives, and adverb).

As the initial step of the first two techniques below, possible word embedding tech-

niques were analyzed to identify the best suiting one. Two well-known techniques,

namely Word2vec [112] and fast-text [113], were taken into consideration. Models

were built for Sinhala, as well as for Tamil. An arbitrary set of words from Sinhala as

well in Tamil were used to get their most similar words from the built vector spaces

based on cosine similarity, for analysis. Figures 4.7, 4.8 are comparisons between two
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models for Sinhala and Tamil, respectively. As it is shown in these figures, the sim-

ilar words based on fast-text are more towards the morpheme-based similarity (edit-

distance), while Word2vec results are more towards the literal meaning of words (the

reason may be that fast-text considers character level details in addition to the context

when positioning the vectors). Due to this better result of Word2vec, a skip-gram word

embedding model was created using Word2vec with the window size of 5 and vector

dimension of 100, while considering a minimum of 3 occurrences of the word in the

corpus for the word to be considered in the model. Here, values for the window size

and dimension were considered based on common convention, while the occurrence

was set to a low-value to have a higher vocabulary coverage.

1. Based on ending word
The source side (Sinhala) of the bilingual list was clustered based on the word

ending. For example, the words that have the ending as ‘ෙදපාතෙව’ /de-

parthamenthuwa/ (department) were clustered together. Therefore, this cluster

consists of terms as of in Figure 4.9:

For each word ending, a list of the most similar 10 words (similar list) along with

the similarity index is being retrieved from the built word embedding model. At

the same time, the same ending is added as the first entry to this list with the

similarity index set to 1.

For example, for the word ‘ෙදපාතෙව’ the similarity is shown in Fig-

ure 4.10.

Then for each headword entry in the ending word list, the occurrence of the same

word or similar word in the parallel corpus is traced, based on the following tech-

nique. Algorithm 1 gives an abstract sketch of this proposed implementation.

• Randomly a sentence is picked from the target side of the parallel data (in

the above case, in the Sinhala side of parallel data) and check if the sentence

consists of the occurrence of the same ending. (as in the above case, word

‘ෙදපාතෙව’ is searched)
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Figure 4.7: Comparison between similar word lists for sample Sinhala words based on
Word2vec and fast-text based models. The left side list is fetched from the Word2vec

model while the right side one is from the fastText.

• If found, the corresponding parallel pair is picked and the ending word is re-

placed with the term pair in the source sentence and then in target sentence.

The word alignment information (from Giza++ output) is used to find the

corresponding target side word to be replaced.

Figure 4.11 illustrates one such example for the term pair ‘රාජ ණය

ෙදපාතෙව’ /raajhya naya departhamenthuwa/, ‘அரசாáகà கடé ¹ைணàகளë’

/arasaangak kadan thinaikkalam/ (Public Debt Department). Here the first

pair is the original and the second is the augmented pair.
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Figure 4.8: Comparison between similar word lists for sample Tamil words based on
Word2vec and fast-text based models. The left side list is fetched from the Word2vec

model while the right side one is from the fastText.

This new sentence pair generation takes place for each term in that same

cluster. However, to make sure that the same sentence pair is not utilized

with multiple entries with the same ending, for each term, the next occur-

rence in the loop is utilized.

• Else, until the occurrence is found in the parallel data, iterate through the

parallel data.

• If there is no occurrence found, the same search operation (mentioned above)

is done with the next word in the similarity list and is continued until either
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Figure 4.9: A sample cluster of terms based on the ending word

it finds an occurrence or reach the end of the search, for each word in the

similar list.

• If an occurrence is found, parallel data is generated.

• Else the terms in the cluster are not used in data generation.
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Figure 4.10: A sample similarity list retrieved based on word embedding

Figure 4.11: An original (first pair) and the augmented sentence pair (second pair)
based on ‘Based on ending word’ technique. The term replaced is highlighted.
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Algorithm 1: Data augmentation for ‘Based on ending word’
Data: parallelData, wordAlignment, bilingualList, embeddingModel

Result: augmented parallel data

Cl = ClusterBilingualListOnEndingWord(bilingualList);

SiMap = SimilarListForEndingWord(bilingualList, embeddingModel, Cl);

for each keyi, listi in Cl do
for each term in listi do

siList = SiMapkeyi;

candidateSentence =

randomOccuranceOfSimilarWordInCorpus(parallelData, siList);

augmentedSentence =

generateSentence(candidateSentence, wordAlignment, term) ;

end

end

In this technique, the ending word or the word similar to the ending word is re-

placed by the term (in most of the case a multi-word expression).

2. Based on ending word + POS
This technique is an advanced form of the previous ‘Based on ending word’ tech-

nique. Instead of replacing only the end word, a relevant multi-word term is iden-

tified and replaced. In order to detect the term boundary, along with the ‘Based

on ending word’ technique, POS-tagged data is deployed.

Before processing, parallel data is tagged for POS using a tagger [114]. The POS

patterns for the terms are manually observed and studied. Based on the analysis,

the following regular expression was identified as the POS pattern of multi-word

terms that were found in the parallel corpus (the first sentence in Figure 4.12

highlights one such example):

(‘JJ’)* [ ‘NNP’ | ‘NNC’ | ‘NNJ’]+
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JJ - adjective

NNP - Proper noun

NNC - Common noun

NNJ - Adjective noun

Figure 4.12: Boundary detection based on ‘Based on ending word + POS’ for the
same example illustrated in 4.11.

Based on this POS pattern, data generation technique works as follows:

• Cluster the term list and search for the occurrence, as in the section ‘Based

on ending word’.

• When a candidate sentence is found, in addition to the above search criteria,

the POS-tag of the word is consulted. If the POS is either ‘NNP’ or ‘NNC’

or ‘NNJ’, the sentence is considered, otherwise rejected.

• Then the candidate sentence is further analyzed to identify the boundary of

the term. This is done purely based on the POS-tags of the words that occur

before the candidate word in the sentence. The POS pattern as of the above

mentioned regular expression is searched through the sentence in reverse

order. If this pattern is broken, that point is identified to be the beginning

of the term boundary.
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• Based on the word alignment information, the corresponding translation of

the candidate term is identified from the other side of the parallel corpus.

• Then the terms in both sides are replaced by the bilingual pair.

For the same example illustrated for the ‘Based on ending word’ technique, Fig-

ure 4.12 shows the augmented sentence for ’Based on ending word + POS’ along

with the term boundary based on POS highlighted.

3. Based on ending word + improved POS
This technique follows the same procedure as the technique ‘Based on ending

word + POS’. However, an extra step of verification is done at the point of se-

lecting the candidate sentence pair. The POS-tag of the word that follows the

candidate term is consulted. If the tag is ‘POST’, that candidate is omitted.

This heuristic was imposed based on manual observation. For each word with the

tag ‘POST’, the preposition is agglomerated to a word in Tamil. (words that fall

under the tag ‘POST ’ are: ම, ට, සඳහා, අව, , බැ, ෙලස,

ෙම, ෙවත, හා, which are the prepositions to which the Tamil equivalents are

agglomerated with the base word). Figure 4.13 illustrates two sample Sinhala

sentences. Here the same example that is used in the previous two techniques is

disqualified due to the new rule over the POS-tag of the word followed.

4. Based on NER
As the list utilized (TERM-1) in data augmentation consisted only of names of

organizations and designations, with the motive to find better data augmentation,

NE tagged (only source side - Sinhala) parallel data is utilized. The procedure is

as follows.

• Since the list consisted of two types of NEs (designations and organiza-

tions), the list was manually split into two lists, as designations and organi-

zations.

• Sinhala side (source) of parallel data was tagged with NEs using a Named

Entity Recognizer (NER) [114]
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Figure 4.13: Example to illustrate the difference in ‘Based on ending word + improved
POS’ and ‘Based on ending word + POS’. The sentence what is being used in the
‘Based on ending word + POS’ technique does not meet the requirement of ‘Based
on ending word + improved POS’ technique since the POS of the word that follows is

‘POST’.

• Data was tagged based on BIO (Beginning, Intermediate, and Out) stan-

dard. The tags used in this NER system were domain relevant (Organi-

zation_Generic (Government organizations), Organization_Special (Spe-

cial names usually transliterate), Designation, Location, Person, Temporal,

Other) as the tags are customized for official government documents.

• For each term in the list, randomly a sentence is picked from the source side

(Sinhala) of parallel data. NE tags are checked for the relevant NE type (if

the term is a designation, ‘Designation’ tag is looked for. If the term is an

organization, ‘Organization_Generic’ is looked for).

• If the desired tag is found, then the corresponding target word (Tamil cor-

respondence) is found using word alignment as in the previous three tech-

niques. Then the identified word pair (in the candidate sentence) is replaced

by the term pair (term and its corresponding translation from the list) and a

new sentence is generated.

• Else, keep on iterating till a matching instance is found and generate a new

parallel pair.
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Figure 4.14 highlights how the term is detected based on the NE tag for the same

example illustrated in Figures 4.11, and 4.12.

Figure 4.14: A sample sentence where the identification of the term is based on the
NE tag. Term boundary is highlighted.

4.3.2 Dynamic Integration Technique

Integrating terminology to the SMT system at the time of training (static integration

techniques) helps to adapt the system to the domain, however, with a cost of retraining

the system partially or as a whole (either from re-training the models or re-tuning the

weights). In dynamic integration, these changes are not required in the models, yet

the text to be translated need to be pre-processed. Similar kind of dynamic integration

technique Arcan et al. [78] was explored under this section. The following are the pre-

processing steps in dynamic integration:

• The initial step is to find the terms in the source text. A simple list lookup against

the Terminology is used to identify the terms in the test data.

• Once the term is identified, the term is enclosed within XML tags that adhere to

the Moses XML format. Here the input text is externally enriched with the trans-

lation option based on Terminology. All these external translation options are

provided with a translation probability of ‘0.5’. The figure 4.15 depicts a sample

input text after the XML pre-processing. The words/phrases that were found in

the Terminology are enclosed within ”<np translation =”” prob =””> <np> ”

tags, where the Terminology based translation and the translation probability are

set for each key, respectively.
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• Once the input text is provided with the translation options, this text is translated

by the SMT system. At the time of translation, apart from the translation option

provided by the translation model, the translation options enclosed within XML

are considered.

Figure 4.15: Sample source text, XML pre-processed based on bilingual translation
option.

4.4 Dictionary Integration

Apart from the domain-specific bilingual lists (Terminology), an open domain dictio-

nary was available for utilization. The entries were extracts of a Sinhala to Tamil dictio-

nary. Therefore, for many Sinhala entries, it had multiple Tamil equivalents (in comma

separated form). For each of those equivalents, individual entries were generated (for

example, if an entry had three trans lations for one source word, three new entries were

generated). Figure 4.16 illustrates a few such examples. In addition, for some entries,

the source side had variations separated with slashes and some of them had common

words (tokens) among them. Figure 4.17 depicts a few such entries. In such scenarios,

multiple entries were generated based on the original entry. For instance, in case of

the first example in figure 4.17, two entries were generated as 'උ පළාත' /uthuru

palaatha/ and 'උ සාව' /uthuru disaawa/. For the second example, 'න ෙකාය

/ න ටපත', two entries were generated by partitioning from the slash. For the

third example, the generated entries were 'සම ෙවනවා' /samagi wenawa/ and 'සම

ෙවනවා' /samagi wenawa/ where the last token is being utilized in both the entries as it
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is common for both. In cases where there were multiple words in both sides (source as

well in the target), all the possible combinations were generated as entries (for example,

when the source had 2 variations for which target had 3 variations, 6 new entries were

generated).

Figure 4.16: Sample dictionary entries that have multiple translation equivalents

Figure 4.17: Anomalies in the source side of the dictionary entry that need further
pre-processing before utilizing it in the parallel corpus.

This pre-processed list was incorporated into the parallel data similar to as-corpus, as

described in section 4.3.1.1. Yet the target side entries were not added to the language

model as building a language model with single token length entries will not make

sense in building a model to learn the sentence flow. This integration is referred to as

open-dic in the rest of the thesis.

4.5 Name List Integration

In addition to the above mentioned bilingual list, a large list of person names and ad-

dresses was available. This list was obtained from a government department and it

consisted of names of people and their addresses. The list contained 199,287 entries

where approximately half of the entries was names, while the other half was addresses.

Each entry had multiple word tokens. The name entries had multiple name tokens (e.g.:

first name, last name, family name) while address entries consisted of street names and

town.
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This list was incorporated into the system in two forms. In the first form, the list was

used as is, along with the parallel corpus. No pre-processing was done over the list. The

integration technique was the same as what is described in Section 4.4. This integration

is named as name-list for ease of reference. In the second form, the name list was

broken into individual tokens and a list of unique pairs was obtained. Here each entry

had only one token. Using human intervention, this list was verified and corrected for

translation/transliteration issues. Then this list was incorporated in the same manner as

in the first form (name-list). The second incorporation is referred to as name-unique in

the rest of the thesis.

4.6 Handling OOV in SMT

Since the system was built upon very minimal parallel data and the languages are highly

inflectional, sparsity in the model was a challenging issue. One of the measures taken

to overcome this is paraphrasing, as mentioned in the literature (refer Section 2.4.3).

The languages of interest are low-resourced. However, it was possible to gather a rea-

sonable amount of monolingual data in both the language. Based on these resources, as

an avenue to mitigate the OOV, a paraphrase generation technique similar to Chu and

Kurohashi [89]’s techniques is proposed.

In the approach by Chu and Kurohashi [89], new phrase table entries were created by re-

placing the occurrences of paraphrases with their corresponding OOV word, along with

an extra feature to distinguish these new entries. Also, they used the retrofitting concept

of Faruqui et al. [94], to retrofit semantic lexicon to achieve better quality on paraphras-

ing. This approach gave promising results for English, which has many good semantic

lexicons (Word-Net [91], FrameNet [92], and the Paraphrase Database (PPDB) [93]).

However, English is less inflected than Sinhala or Tamil, which have the possibility of

the existence of morphological variations. Also, Sinhala does not have any well per-

forming semantic lexicons. Moreover, inflections play a major role in creating OOVs
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(e.g., The word 'ගස' /gasa/ ‘tree’ gets transformed into a different word based on in-

flection as 'ගස' /gasak/, whereas in English, this simply becomes ‘a tree’, without any

change in the base word). This agglutinative nature of the language causes the system

to treat the inflections as different words and lead to high rate of OOV.

Having considered the above limitations and available resources, in this thesis, four

heuristics are proposed to retrofit the output of the word embedding in order to give

precedence to inflections and typographical related issues (mistakes made during typing

such as spelling mistakes). However, due to the lack of semantic lexicons, this will not

be like the semantic-based filtration done using the semantic lexicons as in Chu and

Kurohashi [89]’s implementation. Also, they evaluate the impact of the paraphrasing

techniques proposed only by augmenting the phrase table. We evaluate the impact of

paraphrasing techniques by using another two more integration approaches apart from

augmenting the phase table.

In the first approach, the parallel corpus is modified by adding a synthetic parallel cor-

pus that is generated from existing parallel data by replacing the paraphrases via its

corresponding OOV word. For example, the word ‘යකවයට’ /daayakathwayata/

(for the assistance) is not found in the parallel data. Yet ‘සහෙය�ගයට’ /sahayoogay-

ata/ is suggested as a paraphrase to it. The occurrence of these words in the parallel

data (in the source side) is found. Then the new sentence is generated by replacing the

word ‘සහෙය�ගයට’ by ‘යකවයට’. New parallel data is generated through this (the

target side sentence is used with no changes). Figure 4.18 shows an original sentence

and the corresponding augmented sentence for this example. Here OOVs in test and

tuning with respect to training data are considered. This is referred to as re-train.

In the second approach, the procedure of Chu and Kurohashi [89] is followed. This is

referred to as re-tune.

In the third approach, no changes are made to the data, the model, or the feature weights.

Instead, test data is pre-processed before sending for decoding. Thus, before decoding,

OOVs are identified and paraphrases for OOVs are fetched as in re-train and re-tune.
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Figure 4.18: An example original sentence and an augmented sentence. The para-
phrase and the OOV are highlighted.

Then the trans lations for these lists of words are retrieved from the same translation

engine. This pre-information on the translation equivalents is used as an extra piece

of information for the decoding process by providing those trans lations as annotated

inputs along with the similarity value as the translation probability. This is referred to

as pre-process.

For all three techniques (re-train, re-tune and pre-process) above, multiple experiments

were carried out based on the number of paraphrases (the number of words) that should

be taken into consideration. For each OOV, the 10 most similar words were captured

from the embedding model, if that OOV word exists in the word embedding model.

This list was filtered based on three different criteria:

• Considering different numbers of paraphrase options for each OOV (number of

words considered: 10, 5, 2 and 1 where the priority is given based on the simi-

larity value).

• Considering paraphrases with the similarity value above a given threshold (thresh-

old values considered were 0.9, 0.8, 0.7 and 0.6).

• Morphological heuristic-based filtering over the paraphrases retrieved from the

word embedding model, with the motive to refine the list to find the most suitable

paraphrases for the OOV by considering inflection variations.

The following are the different heuristic-based filtrations used to retrofit the result

returned from the embedding model:
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– stem: Filter to identify the inflectional variations of OOV.

E.g., For the word 'කලාපය' /kalapayanhi/ - (in zones), it considers the

words starting with 'කලාපය' /kalapaya/ -‘zone’, which is the base word.

(In Sinhala, inflections are added as suffixes to the base form. Here we

consider whether a candidate word has the starting pattern as of the OOV

in order to find the inflection variants).

– inflection: Filter to identify the words with the same inflection as the OOV.

E.g., For the word 'සමෙය' /samagiyen/ - (in unity), it picks the word

'සෙහ�දරවෙය' /sahodarathwayen/- (in brotherhood) - a similar word

with the same inflection.

– similarity: Filter to identify words with minor spelling variations (e.g., ty-

pographical errors).

E.g., 'ෙසවණ’ and 'ෙසවන' are both pronounced as ‘sevana’ and are used

to mean ‘shelter’ though the first one has the correct spelling. However, in

the writings the occurrence of both the words are noticed.

– combined: This combines the results of all above 3 filtration techniques. It

identifies synonyms with similar inflectional variations, different inflections

of the same word, and words with slight spelling variations.

4.7 Summary

This chapter described the techniques proposed to improve the translation quality of the

Si-Ta baseline system.

They cover domain adaptation, terminology integration, dictionary integration, name

list integration, and OOV handling. A novel data augmentation technique was presented

under the terminology integration section where it was utilized to generate new parallel

data out of the parallel corpus and a bilingual list.
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In addition, a paraphrasing technique based on novel heuristic-based filtering was also

presented.

The next chapter will report the results of each of the techniques presented here.
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Chapter 5

Evaluation and Analysis

5.1 Introduction

This chapter presents the evaluation results and analysis of the techniques presented in

the thesis so far. The set of experiments done under each sub-topic are divided into

subsections. They are: 1. Baseline system, 2. Domain adaptation, 3. Terminology in-

tegration, 4. Dictionary integration, 5. Name list integration, and 6. Out-of-vocabulary

handling.

The performance of the system in all the experimental setups is evaluated using BLEU [53].

OOVs are reported for some experiments to highlight the influence of the enhancements

on reducing the OOV. The same set of 300 random unique sentences is used in all the

evaluations. The test set includes sample sentences from official letters of different

government organizations.

5.2 Baseline

The baseline system was configured as per the description given in Chapter 3. The

system was set up and evaluated in both Si- Ta and Ta-Si directions for the same training,

tuning and testing sets. Yet the monolingual data that was used to build the language

model was not the same, as single side data was gathered from different sources (see
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Tables 3.1, 3.2 and 3.3). The evaluation scores (in BLEU), number of OOVs, along with

the BLEU scores for the same test set for the output produced by the Google Translate1

are reported in table 5.1.

Apart from the automated evaluation, two forms of human evaluations were carried out

to evaluate the system usability.

In one form of evaluation, the outputs of Si- Ta, as well as Google, were evaluated based

on a rating scheme. The rating was carried out on a 5-point Likert scale (refer to Figure

5.1). Twenty seven human translators took part in this evaluation. They were randomly

split into nine groups where each had three translators. Ten source sentences along

with their translation outputs from either of the systems were given to each group. The

translators were requested to score the output based on the translation quality. But the

system of origin of each translation was not indicated. As the participants were fluent

only in Sinhala-Tamil direction, Tamil-Sinhala direction was not evaluated. From the

highest score of 5, our Si- Ta system earned 3.2 and Google Translate earned 2.4.

Figure 5.1: Five point Likert scale used to evaluate the translation outputs of Si- Ta
system and Google translate.

1https://translate.google.com/

Table 5.1: Evaluation scores for the baseline system

Direction System(BLEU) Google(BLEU) System(OOV)
Si→Ta 24.63 8.05 286
Ta→Si 32.04 8.37 342
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Next evaluation was performed to identify if any improvement is attained in the per-

formance in the translation process when Si- Ta system is incorporated. For this eval-

uation, 4 translators who were familiar with our system were employed. Since they

were conversant only in Sinhala-Tamil direction, the experiments were carried only in

that direction. For the evaluation, 4 approximately equal sized (letters of approximately

100 words) government official letters were picked. The translators were instructed to

translate two of the letters manually, and post-edit the output of Si- Ta system to get the

translation for rest of the letters. Time required for the complete translation for each

letter was tracked.

The time required for the translation along with the average required time for each trans-

lation type (manual, using the system) and average time variation between each type

are tabulated in Table 5.2. Translation based on Si- Ta post-editing and manual trans-

lation are referred to as S<n> and M<n> respectively, where n refers to the document

number. The Avg refers to the average time required for each kind of translation, while

Avg Diff refers to the different between the average time required for manual translation

and average time required for translation based on Si- Ta post-editing.

Analysis

In general, in either directions, the BLEU scores for Si-Ta system are noticeably higher

with respect to the scores of Google Translate. Similarly, the scores are higher than

the previously reported work [4, 58]. This result can be related to the data type used to

train these systems. Si- Ta is exclusively trained with official documents as parallel data,

while the other systems were trained with open domain data. Language flow as well as

Table 5.2: Time taken (in minutes) for translation of text manually and by post-editing
the Si- Ta output for each translator

Translator S1 S2 Avg M1 M2 Avg Avg Diff
T1 11 5 8 8 11 9.5 1.5
T2 9 8 8.5 9 12 10.5 2
T3 3 4 3.5 5 8 6.5 3
T4 14 12 13 18 20 19 6
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the vocabulary, show less divergence when it comes to official documents compared to

the open domain, also the writing style is formal. These scores reveal the prominence of

domain adaptation at the time of implementing a MT systems for different domains such

as legal, government, and medical. In order to achieve good results, domain-specific

corpus is required [70].

Apart from that, the well performed translation direction was Tamil-Sinhala. The log-

ical reasoning is that as Tamil is more inflected than Sinhala therefore, the complexity

of Tamil-Sinhala direction is lesser compared to Sinhala-Tamil. (Si- Ta direction has

one-many while Ta-Si direction has many-one translation). This has been proven in

previous experiments [56–58] as well. This same reason causes a higher number of

OOVs in Ta-Si direction than in the reverse direction.

Manual analysis of Google Translate output revealed that its translated output was ac-

ceptable for phrases, but not for full sentences. In many scenarios, for lengthy sentences,

the meaning of translations were much deviating from that of the source sentence. Fig-

ure 5.2 highlights one such scenario. Here the meaning of the original sentence is: ”As

the University of Moratuwa handovers the garbage to the Moratuwa Municipal Coun-

cil; we are also required to separate that garbage and handover.”. The output of the

Si- Ta system expresses the same meaning but with a minor inflection variation which

can be easily post-edited. However, the output of Google Translate means: ”As the

University of Moratuwa is against Moratuwa Municipal council; need to collect it.”,

which is completely different information from that of the source sentence. Further,

some had literally correct translations, which were not context appropriate. In addition,

there were occasions when system failed to translate and gave a blank output.

Furthermore, manual evaluation scores and time consumption for post-editing over

manual translation reveal that Si- Ta – at its current stance has the capability of giv-

ing a meaningful translation where it can be utilized with post-editing to speedup the

manual translation process.
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Figure 5.2: An example where Google Translate gives a misleading translation.

5.3 Domain Adaptation

With the motive to achieve more fluency in the output, experiments were carried out to

evaluate the domain adaptation techniques explained in section 4.2. Results for multi-

models: log-linear (log), linear (linear) and log-linear with filtered out-domain (filter),

in either direction are reported in Table 5.3. Number of OOVs are reported since there

are no changes in the OOVs across the setups as the impact is only on the language

model.

Analysis

As reported in Table 5.3, when data is split (based on its relevance to the domain) and

individual models are created and utilized, improvements in the scores are observed.

Table 5.3: Translation score variations for different language model configurations.

Setup Si→Ta Ta→Si
baseline 24.63 32.04
log 24.91 32.41
linear 24.78 32.36
filter 24.88 32.31
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Yet no changes were made to the translation model. The factor that affects the transla-

tion quality here is the language flow. Selection is differentiated by the priority given

to different data sources, for instance, out of the available translation options, which

translation will suit the most in the given context. Special consideration is given for the

selection of the most appropriate inflection variants based on the context. For example,

the word ‘අවස වසර’ (/awasan wasara/) in Sinhala means ‘final year’. However,

the word ‘අවස’ (/awasan/) alone can mean ‘last’, ‘final’, ‘ending’, or ‘finish’. In the

baseline system, the system translated this Sinhala phrase into the Tamil phrase ‘ºைறĈ
ஆæû’(/niraiwu aandu/), where the word ‘ºைறĈ’ (/niraiwu/) bears the meaning ‘end-

ing’ or ‘finish’, which is not appropriate. When multiple language models are used

in log-linear fashion, this got translated into the correct term as ‘இĄ¹ ஆæû’ /(iruthi

aandu/), where the meaning is ‘final year’.

In addition, the evaluation score for the log-linear language models was marginally

higher than that of the linear-based models. The logic might be that in log-linear models,

the weight adjustment is done based on the translation scores while in linear models the

priority is set based on the perplexity value of the tuning set. Yet in literature, both are

recommended over the single models, while no comparison has been made between

them [61].

However, using the same data in filtered mode did not show any improvement over the

scores, though the perplexity of the filtered data was lower than that of unfiltered data

(refer tables 4.1 and 4.2 for perplexity values).

One reason given by Moore and Lewis [70] is that, as the perplexity reduces, more

weight is given to the out-domain LM, though still, the writing style is drastically dif-

ferent. This can be the reason, even in our experiments as well.

For example, the phrase ‘´àகலான ºைலைய உăவாà²Ăðளý’. (/sikkalaana nilaiai uruwahiyu-

lathu/) means ‘has created a problematic situation’, where the word ‘´àகலான’ (/sikkalaana/)

is meant to be ‘problematic’ though it can also take the meaning as ‘complex’, ‘issue’, or

‘conflict’. Without filtered out-domain data, the phrase is translated as ‘ගැට සහගත
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 ඇත’ (/gatalu sahagatha wee atha/), which is the correct translation. However,

when the out-domain data is added after filtration, the system translates it as ‘සංණ

 ඇත’ (/sankeerna wee atha/), which means ‘has become complex’ which is not the

proper translation for the given context.

The perplexity value of the Tamil out-domain corpus (2210.4860) is comparatively

higher than that of Sinhala out-domain corpus (918.3833). Tamil out-domain corpus

had more blog articles where the writing style was more informal with more colloquial

style text. Sinhala out-domain corpus had more news articles where the writing style is

less colloquial. This could be the reason for this high variation in perplexity values.

The experimental results reveal that though it is recommended to have a larger amount

of data to build a language model to have better coverage, the quality and the relevancy

of the data plays a vital role. Therefore, it is important to differentiate the priority based

on applicability.

5.4 Terminology Integration

The experimental results reported herewith are for the techniques explained under sec-

tion 4.3. As the prime goal was Sinhala-Tamil direction, experiments were carried out

only in that direction. The evaluation results are reported in two sections for clarity.

The integration techniques other than the ones with data augmentation are reported in

tables 5.4 and 5.5, while the scores related to the data augmentation techniques are re-

ported in Table 5.6, as the augmentation was carried on with only one list type (TERM-

1).

Analysis

When the list is utilized in the corpus along with the parallel data, and trained (as cor-

pus), the effect of data is twofold. First, the gaps in the vocabulary is filled, second,

more the data, the better the word alignment heuristics [2]. This impact was noticeable

when observing the word alignments outputs of each experimental setup. There were
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Table 5.4: BLEU scores for different term integration techniques for bilingual term
integration (the higher the better).

as corpus multiple-table merge-table dynamic
baseline 24.91
TERM-1 25.31 24.95 24.94 24.62
TERM-2 25.17 24.89 24.92 24.23

Table 5.5: Number of OOVs for different term integration techniques for bilingual
term integration (the lower the better)

as corpus multiple-table merge-table dynamic
baseline 286
TERM-1 243 263 265 232
TERM-2 235 259 263 226

Table 5.6: Evaluation scores for integration of augmented parallel data generated
based on different techniques.

BLEU OOV
baseline 24.91 286
‘Based on ending word’ 25.32 249
‘Based on ending word + POS’ 25.46 241
‘Based on ending word + improved POS’ 25.67 232
Based on NER 25.38 246

scenarios where the words that were not translated in baseline experiments as a result

of misalignment, were translated in the latter, since they were aligned accordingly. Fig-

ures 5.3 and 5.4 depict the screenshots of word-alignment output, which reveals this.

Figure 5.3: Alignment for the Sinhala word ‘ෙකා’ /concrete/ (concrete) in the
baseline system (Although the equivalent Tamil word ‘காé²Öå’ /concrete/ exists, it is

misaligned).
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Figure 5.4: Alignment information for the same example as in figure 5.3, for ‘as cor-
pus’ setup. Here the equivalent Tamil word is aligned.

In multiple tables, in addition to the primary phrase table, separate phrase tables are

generated from Terminology. Entries in Terminology were either single words or short

phrases. Further, there were multiple occurrences of the same source words with dis-

tinct words in the target side (in TERM-2). This influence the word alignment heuristics

in picking up adequate statistics. Moreover, there were short phrases or single word en-

tries in this phrase table. This leads to poor quality phrase table [2] (for a (source)

word with multiple entries (distinctive target words), equal probability is set for all, as

not further information is available about the context within the list. This confuses the

selection of most desired mapping).

Nonetheless, the weights of these phrase tables are set according to their influence on

the tuning set. It negates the above mentioned adverse effect. Yet, still this may create

confusion for the entries with equivalent source with distinct probabilities. This can

be the reasoning for the slight reduction in the BLEU. For example, in TERM-2, there

were higher number of multiple entries (for the same individual source entry). Also, it

had single word entries/short phrases in higher numbers. For instance, for the Sinhala

word ‘ආදශ’ /aadarsha/ - the lexical probability for the word ‘மா¹¿’ /maathiri/ (model)

was 0.333303 in the primary phrase table, while it was 0.289698 in the phrase table

generated from TERM-2. Yet, this second phrase table had many other translations that

did not occur in the primary table, for instance ‘āéமா¹¿’ /munmathiri/ (prototype)) and

(‘÷Ààேகாð’, /kurrikkol/ (objective). Thus, if the word ‘ආදශ’ is found in the tuning
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data with given reference as ‘மா¹¿’, the priority given to the second phrase table will

be lesser. If the reference had the translation as one of the options provided in the

secondary phrase table, a higher weight will be assigned to that secondary table. This

sort of situations will create confusion in providing appropriate weights.

However, in merged tables, the above mentioned confusion is mitigated as the duplicate

entries (same translation, but with different statistics) are dropped since the tables are

merged. Also, a new feature is added to the merged table to distinguish the secondary

table entries. Although there is no improvement in the scores, it is not declined, as

in the previous technique. Here, for the example explained in the previous techniques

(multiple tables), the probability is set to 0.333303 which is taken from the primary

table.

In dynamic, before the test set is processed by the decoder, it is annotated for the

word/phrase that exists in Terminology. This integration techniques shows drop in

scores for both the lists. There are many factors for this drop. First, as no changes done

to the weight or the model, the advantageous/adverse effect is unpredictable. Hence,

optimizing/managing the effect is less practical. Second, at the time of annotation,

the word/words that match an entry in the list is considered to be the boundary. Yet,

there are many situations when a shorter span is annotated while the precise span is

longer than what is being annotated, also the translation model (phrase table) had the

translation for the longer phrase. Since this misguide the decoder, it makes an impact

on the translation quality. When the list had more short entries, the negative impact

was higher. For example, the Sinhala term ‘ ලංකා ව  සංථාව’ /Sri

lanka guwan widuli sangstawa/ (Sri Lanka Broadcasting Corporation) is annotated as

follows:

‘ ලංකා ව <np translation = ”½éசாரë” prob=”0.5”>  </np> <np transla-

tion=”ĉåûçதாபனë” prob=”0.5”> සංථාව </np>’.

Here the compound word ‘ව ’ /Guwan widuli/ (broadcast) is split based on

the annotation, Therefore, the word ‘’ /widuli/ is annotated with the word ‘½éசாரë’
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/minsaaram/ (electricity) with a higher probability. This is the reason for getting a lower

BLEU score (worse) though a lower OOV (better) is noted for dynamic integration.

Yet, in the prior work [81], this integration technique has shown improvement in the

scores. However, these experiments were done with the parallel data from open domain,

and the lists were domain specific. In addition, in prior research, ratio of entries in

the list was smaller when compared to the number of sentences in the parallel data.

Yet, this ratio was much higher in our system (TERM-2 – 19,861 list entries while

parallel data - 24,817 sentences). Also, the implementation of dynamic integration was

simple, especially the implementation of the term identification step. It is implemented

based on basic look-up with no consideration given to the inflection variations and the

term boundary detection was not strong. Improvements in these areas may contribute

towards improvement in translation as well.

Collectively, by carefully analyzing the translation output of the configurations which

showed improvement in scores, it is apparent that many of untranslated words were in

their inflected forms. Yet, the list had only the base forms of those untranslated words.

Here the languages of concern are highly inflected. And each inflectional form is treated

as a distinct word. Hence, if the bilingual list consists the inflectional variations, it will

support in improving the translation quality.

Experimental results for the data augmentation techniques explained in the section 4.3.1.4

are tabulated in Table 5.6. As reported, all augmentation techniques showed improve-

ment over the baseline, while ‘Based on ending word + improved POS’ showed the

best result based on BLEU as well as on OOV. This improvement is mainly due to

our heuristic to reduce the influence of the mismatching in inflection between Sinhala

and Tamil (Tamil is more inflectional). In all the other techniques other than ’Based

on ending word + improved POS’, the Sinhala candidate term is identified, the cor-

responding Tamil translation is identified, and then no further analysis is done on the

inflection variation. When the corresponding Tamil word carries the inflection within

itself, while Sinhala word is in base form with the preposition as a separate token, the

Sinhala preposition is left alone in new augmented parallel data. For example, the
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phrase ‘පෙෂණ අංශය ම’ /paryeshana anshaya magin/ (by the research unit)

is translated as ‘ஆராìâ´ ¼¿Äனாï’ /aaraichchi pirivinaal/ in Tamil where the preposi-

tion ‘by’ is agglomerated to the word ‘¼¿Ĉ’/piriwu/ (unit). Using this kind of sentences

for data augmentation will mislead the alignment. ’Based on ending word + improved

POS’ is a novel contribution from us, where the adverse effect of such inflection mis-

match is reduced to a certain extent while giving context to the term.

5.5 Dictionary Integration

This section reports the evaluation scores for the integration of a general purpose (open

domain) dictionary to the system as described in section 4.4. The evaluation scores are

as reported in Table 5.7.

Analysis

This integration reports a slight improvement in the BLEU score and a considerable

reduction in the number of OOV. The main factor behind it is, most dictionary entries

were single words. This impacted negatively for multiple-source-single-target (many-

to-one) form translations.

For instance, many Sinhala compound phrases (multi-word) were translated to a sin-

gle word in Tamil, while each of the individual words within the compound word had

its own equivalent Tamil translations. (The Sinhala sentences were 14 word long - in

average, while in Tamil, it was 12). When integrating lists that have a high number of

short length entries, the system favours word-by-word translation even for compound

Table 5.7: Evaluation scores for (open domain) dictionary integration

BLEU OOV
baseline 24.91 286
open-dic 25.18 217
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words. Also, the integration misleads the alignment of compound words, this leads to

incorrect output.

For instance, consider the following scenario,

Source: යාමක ෙද යන /kriyathmaka wedha yanna/

Machine Translation: இயá÷²éற ேவதáகð எéபைத /iyaguhindra wedangal enpathai/

Reference: ெசயîபûçதêபû²éறதா எéபைத /seyalpaduththapakindratha enpathai/

For the above mention instance, the source ‘යාමක ෙද’ /kriyathmaka wedha/

refers to - “whether it works”, the corresponding Tamil translation for this compound

Sinhala word is ‘ெசயîபûçதêபû²éறதா’ /seyatpaduththappadukiratha/. However, with the

dictionary integrated, the word ‘ෙද’ /wedha/ is translated to ‘ேவதáகð’ /wedhangal/,

where the meaning is “religion”. However, this is incorrect for the context given though,

it is a valid translation when only the word ‘ෙද’ is considered.

5.6 Name List Integration

The evaluation scores for integration of a bilingual name list described in section 4.5

are tabulated in Table 5.8.

Analysis

This integration has produced an increase in the BLEU score, as well as a reduction

in the OOV count as the official letters had names of people as well as places in many

instances (the headers and footers had names and addresses). The name-list had better

Table 5.8: Evaluation scores for integration of a bilingual name list

BLEU OOV
baseline 24.91 286
name-list 26.26 212
name-unique 25.23 226
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improvement in the score than the name-unique. Manual analysis showed that name-

list had a better word alignment. In name-list, having multiple occurrences in different

contexts while in name-unique had only a single occurrence as a single entry may be

the reason for this variation in alignment.

However, a negative effect of this integration was observed as well. There were in-

stances where the words were getting transliterated when translation is required. For

example ‘එය අ කර ගැමට ’ /eya aluth karaganeemata/ (to renew it) was trans-

lated as ‘அąç ெசìý ெகாðவதî÷’ /aluth seithu kolwathatku/ which should be translated

as ‘Āýê¼çýà ெகாðள’/puthuppiththu kolla/. Here the word ‘අ’ /aluth (new) is being

transliterated instead of translated. This happens since the list contained the transliter-

ation equivalents of common words instead of translation when they appear in person

names and place names. However, in a general context, considering this transliteration

will lead to incorrect output.

5.7 Handling Out-of-Vocabulary Words

As per the approaches discussed in Section 4.6, the impact of embedding-based para-

phrasing on OOV reduction was evaluated. Evaluations were done in Sinhala-Tamil

direction. The performance was analyzed for three different setups (re-train, re-tune

and pre-process) for 12 different filtration techniques (4 experiments based on the num-

ber of paraphrases, 4 experiments based on the threshold value of similarity metric, 4

experiments based on filtration using simple heuristic-based morphological filtration).

Evaluation scores are tabulated in Table 5.9. Each row represents the evaluation results

based on a single filtration technique. ‘baseline’ denotes the system with no paraphras-

ing, the next four rows denote the number of considered paraphrases, respectively 1,

2, 5 and 10. Next, the results for the threshold based filtration are shown, where the

threshold values considered were 0.9, 0.8, 0.7 and 0.6. The last four rows denote the

heuristic filtration techniques discussed in Section 4.6. For these 8 experiments, the

columns are named in ‘n-m’ convention, where n –denotes the mode (0: considering
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the number of words for paraphrasing, 1: Considering a threshold value over the simi-

larity), m- denotes the value of consideration. Table 5.10 presents the OOV counts, and

the order of the rows is the same as in Table 5.9.

Based on the BLEU scores (Table 5.9), on average, there is a gain for each setup. The

highest gain is achieved with respect to the baseline were 0.93, 0.58, and 0.41, respec-

tively, for re-train, re-tune and pre-process.

The highest gain of 0.93 was reported in re-train. The impact is twofold. They are: the

coverage over OOV, and more parallel data leads to better alignment [2].

For re-tune, an alteration was done on the phrase table by amending new translation

entries for the OOVs, yet this did not make any changes for existing translation entries

(unlike in re-train). Therefore, consideration of multiple number of options of para-

phrases (1, 2, 5 and 10) for each OOV did not show any difference in the OOV rates.

Yet, there is a fluctuation in the BLEU scores. Since multiple translation options are

given, there will be a variation in the translated output.

In pre-process, the impact of paraphrases is imposed to the system only at the time of

decoding. No improvements were made over the training data or the model (translation

Table 5.9: BLEU scores for word embedding-based paraphrasing over OOVs

re-train re-tune pre-process
baseline 24.91
0-1 25.00 25.29 25.16
0-2 24.93 25.32 25.05
0-5 25.17 25.30 24.95
0-10 25.48 25.40 25.20
1-0.9 24.89 25.04 24.92
1-0.8 24.97 24.90 24.90
1-0.7 25.63 25.25 25.11
1-0.6 25.55 25.23 25.04
stem 25.84 25.49 25.12
inflection 25.28 24.93 25.09
similarity 25.26 25.06 25.19
combined 25.64 25.11 25.32
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model), or the feature weights. Therefore, the impact on the score is less prominent

than that of the other two setups. However, the practical significance of this method

is higher in a production workflow as this procedure addresses the issue in a dynamic

context.

When considering the overall results of the paraphrasing techniques, a few points can

be highlighted. For many words, the system was able to predict the synonyms as the

paraphrases. This resulted in the correct/meaningful translation for OOV words.

For the inflected word forms, the system provided both the base form and the other

inflected variations. This leads the translation to be an inflected variation of the desired

output. Therefore, a human translator who is conversant only in the target language can

correct and make use of this translation with less effort than it is being untranslated.

Another OOV present in this test data is due to spelling variations (the same word is

written using different spelling due to human error). It was possible to get the word with

the correct spelling as a paraphrasing option from the embedding model. For exam-

ple, the word ‘පෙදන’ /kihipadeneku/ was written as ‘පෙදෙන’ /keepadeneku/

(they both mean the same –‘few people’) in the input test data. This left untranslated in

Table 5.10: OOV counts for use of word embedding-based paraphrasing over OOVs

re-train re-tune pre-process
baseline 286
0-1 221 159 165
0-2 207 159 163
0-5 188 156 163
0-10 163 159 156
1-0.9 233 241 241
1-0.8 219 216 231
1-0.7 187 186 228
1-0.6 170 164 225
stem 199 207 208
inflection 223 210 211
similarity 202 201 201
combined 189 185 185
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the baseline system, since the system did not have the word ‘පෙදෙන’ in the trans-

lation model. However, the word ‘පෙදන’ was identified as a paraphrase by the

embedding model and translation equivalent was found. The other type of OOV was

Named Entities (NEs). The system returned NEs of the same category as paraphrases

(for a female name, a list of female names). This leads the translation to be incorrect,

which is a negative impact of using word embedding. Apart from that, filtration based

on the heuristics has shown a positive BLEU score gain over the techniques without

filtration.

5.8 Summary

This chapter reported on the evaluation results for the experiments that were carried out

along with the reasoning for the variation in the scores. The results for each technique

were compared with those of the baseline system and outputs were analyzed to identify

the causes for the variations. The results reveal that all the experimented techniques

other than data filtration gave scores above the baseline.
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Chapter 6

Conclusion and Future Work

In this thesis, we presented the first translation system with domain adaptation for

Sinhala-Tamil language pair. The languages are low-resourced and highly inflected.

The domain of consideration is official government documents. The prime idea behind

this research is to develop an automated MT system to be used as an intermediate step

in the translation workflow. The idea is to accelerate the human translators’ work by

post-editing the output of the MT system. The evaluation results reveal that hypothesis

on reaching the goal is attained.

As the initial step, the focus was given to build a baseline SMT with the available data.

Selection of SMT over the other MT implementation methodologies was based on the

practical feasibility of its implementation with minimum groundwork. The evaluation

scores were far better than the scores for Google Translate.

The main focus of this thesis was to identify avenues to improve the baseline system. We

focused on three main areas to improve the translation quality, considering the available

resources and limitations. They are: 1) Domain adaptation, 2) Terminology integration

and 3) Handling OOV. Experiments were conducted to evaluate the impact of each

technique proposed based on BLEU scores and the number of OOVs. The results and

analysis were reported.
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Under domain adaptation, multiple language models were created and different inte-

gration techniques were evaluated. The evaluation scores revealed that having multi-

models either in linear or log-linear, performed better than having a single model. How-

ever, the data filtration over the out-domain data based on perplexity did not show a

positive move, though there was improvement in the perplexity values.

A novel data augmentation technique was presented under terminology integration. Use

of this augmented data in training the SMT system showed a promising result than the

list as bilingual entries. This data generation technique is fairly general for any language

pair which lacks a reasonable amount of parallel data.

Apart from that, an open domain bilingual dictionary, and a bilingual name list con-

sists of person names and addresses were integrated and evaluated. The name list gave

promising improvement while the dictionary did not contribute significantly.

Word embedding based paraphrase techniques were experimented under OOV han-

dling, where a novel heuristic filtering showed a better result in retrofitting. The evalu-

ation scores and manual analysis reveal that this approach is beneficial. The proposed

novel technique is applicable for most of the Indic languages as they are highly inflec-

tional, and mostly the inflection is added as a suffix to the base word [115]. This system

can be deployed for a computer-aided translation workflow in a low resourced setup. It

can be used to ease the workload of post editing, by giving better suggestions for the

OOVs rather than leaving them untranslated.

Yet, the implemented system and the techniques experimented do have limitations.

They are listed below along with the possible improvement points:

• Currently, the developed SMT system does not have a special capability to handle

the inflections. Integrating techniques such as factored models [116] will help

to improve the translations of inflections.
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• Though the domain for this research is considered to be government official doc-

uments, experimental results reveal that context differs from organization to or-

ganization. Therefore, for the system to function in a more effective way, the

system needs more fine-tuning in domain adaptation. This requires dynamic do-

main adaptation, similar to the idea proposed by Foster and Kuhn [65]. This will

require more work on domain detection.

• The terminology lists used for experiments with terminology integration were in

canonical form while both the languages are highly inflected. Generating the in-

flections in both the languages and populating the parallel list would be a valuable

resource addition.

• A shortcoming with the proposed paraphrase based OOV handling method is that

it mishandles the named entities. To eliminate this issue, a good NER system

needs to be integrated into this workflow to detect the NEs beforehand and to

handle them through a transliteration module.

• The key drawback in the system is, it is running with a very low-resource while

the system requires quality data in a larger amount. Increasing the parallel corpus

is an ongoing process.

In addition, following action points can be considered as useful future work in improv-

ing the system as an end product, since the prime goal is to develop a translation system

to assist the human translators.

• Since the output of the system is supposed to be post-edited by the human to get

the final output, incorporating a robust post editing framework such as ‘casmacat

workbench’ [117] will make the system much user friendly.

• Since the translation outputs are being corrected and verified by human transla-

tors on a daily basis, the system receives new data. Yet, the correction based on

live feedback is not shown-up in the future translation tasks without re-training
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the models. Therefore, incorporating methods to facilitate dynamic phrase tables

such as suffix array [118] will be worthwhile.

• Based on the work under OOV handling, it is clear that the paraphrase suggestion

based on word embedding is fairly acceptable. Use of this concept, in post-editing

work to provide potential suggestions, is a viable option to support post-editing.
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