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[19] A. Jardón, J. González, M. Stoelen, S. Mart́ınez, and C. Balaguer, “Asibot

assistive robot in a domestic environment,” in Proceedings of the 2nd Inter-

national Conference on PErvasive Technologies Related to Assistive Envi-

ronments. ACM, 2009, p. 61.

[20] K. Arai and K. Yajima, “Robot arm utilized having meal support system

based on computer input by human eyes only,” International Journal of

Human Computer Interaction (IJHCI), vol. 2, no. 1, pp. 120–128, 2011.

[21] A. Campeau-Lecours, V. Maheu, S. Lepage, H. Lamontagne, S. Latour,

L. Paquet, and N. Hardie, “Jaco assistive robotic device: Empowering people

with disabilities through innovative algorithms,” in Rehabilitation Engineer-

ing and Assistive Technology Society of North America (RESNA) an-255

nual conference, vol. 14, 2016.
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