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ABSTRACT 

 

SpeakUp, mobile application will help users who are affected by stuttering to train themselves by 

following various methodologies customized for their level and type of stuttering and help them become 

better communicators. Stuttering is a speech disorder that repeats or prolongs sounds, syllables, phrases 

or words, disrupting the normal flow of speech in human beings. The purpose of the report is to put 

forward a solution to overcome stuttering by an acceptable level. This research project is about a hybrid 

mobile application called “SpeakUp” which will help users who are affected by stuttering to train 

themselves by following various methodologies customized for their level and type of stuttering. The 

mobile application will allow users to assist them and train themselves from stuttering by an acceptable 

level and help them become better communicators. The main research area contains about the syllable 

counter module which acts a key component for both the methodologies to detect the syllables and 

severity of the user. This component is built in a reusable plugin way for both native and hybrid 

development as this will be the main source for any stuttering curing methodology. One of the major 

challenges of the application will be to identify what the user is speaking to the application as a voice 

input. Speech to text conversion module focuses on identifying what the users has spoken using a 

defined language model by an open source framework. This allows calculating the accuracy of the voice 

provided by the users with the given paragraph. Slowed reading module allows the users to practice the 

methodology of speaking in a slower rate to improve their ability to speak clearly. The research 

component of the project focuses on identifying the level and severity of stuttering of the user and also 

studying the traditional methodologies “Slowed Reading” and “Easy Onset” with the help of a SLP and 

providing a methodology to develop it inside the mobile application. Research also focuses on 

identifying a best optimized methodology to get the users voice input and convert it to respective text. 

The main high-level object of the research is to come up with a syllable counter module to provide an 

application with acceptable level of improvement from stuttering. The application is a pocket guide for 

people who stutter and are looking ways to improve their speaking abilities to become better 

communicators.  

 

Key words: Stuttering, Stammering, Speech to text analysis, Speech language pathologists 
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 1 

 

1 INTRODUCTION 

 

SpeakUp, hybrid mobile application will be useful for the people who stutter.  The mobile 

application is designed to improve the user from stuttering by providing the user with various 

exercises process such as improving the rate of syllable, slow reading which would otherwise 

be performed by the therapist manually. The mobile application meets user requirements by 

providing the exercises and maximizes the chance to improve stuttering while remaining easy 

to understand and use. More specifically, this application is designed to enable the user to 

communicate with the application and to go through the mobile application training materials. 

Interfaces are designed after a research study on usability to provide a wide variety of users 

with the optimal screens to achieve their requirements. Research study was mainly focussed 

and carried out with the Syllable counter module which acts as a core reusable component of 

the application. 

 

This application helps users who are affected by stuttering to train themselves by following 

various methodologies customized for their level of stuttering and help them become better 

communicators. The objective will be to put forward a solution with a proper research proof to 

improve the stuttering by an acceptable level. Methodologies to improve stuttering and 

treatments were studied. There is no single root cause factor for stuttering to identify and rectify 

it. Research shows there are multiple factors that contribute for stuttering. Some stutterers are 

always unable to get professional assistance. Some people prefer to be their own therapists. 

The mobile application allows users to assist them and train themselves from stuttering by an 

acceptable level. The reusable output component of this particular research contains a unit to 

allow users to speak and identify their severity and stuttering level with the variables collected 

from the users’ voice. Since this is built in a hybrid application it can support both Android and 

iOS mobile development to target a large user base. 
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1.1 BACKGROUND 

 

Stuttering is also known as stammering, it is a disorder in speech flow where disruptions are 

caused by involuntary repetitions and prolongations of sounds, syllables, words or phrases. It 

also consists of silent pauses or disruptions in producing sound output. There are mainly two 

types of Stuttering, Developmental stuttering occurs in young kids while still learning language 

and speech skills. It's the most common stuttering form. After a stroke, head trauma, or other 

type of brain injury, neurogenic stuttering may occur. Research study shows stuttering is found 

commonly among young kids at early stages of their life. [2][3][4] 

 

Even though there is no accurate cure for this, stuttering is usually diagnosed by a speech-

language pathologist (SLP), health professional trained in voice, speech and language disorders 

testing and treating people. The entire treatment process will vary based on the age, 

communication goals and other factors of a person. [4] 

 

Suggested solution is to analyze the root cause factors of stuttering and produce an application 

which will train users to overcome stuttering by an acceptable level. The application will 

analyze the users stuttering effect and allow users to train their problem and get to an acceptable 

improvement from their home environment without any fears. The traditional existing solution 

means that individual feel uncomfortable talking to human beings (speech-language 

pathologists), whereas talking to a machine reduces the fear of speaking to their maximum 

abilities. [2][3][4] 
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1.2 OBJECTIVES 
 

The objective of the research is to study the root causes of stuttering and improve the stuttering 

of the people by an acceptable level. The objectives will be achieved at the end of the project 

by understanding and studying the voice analyzing technologies and providing the courses and 

tips for the people to overcome / improve their stuttering on their own using the mobile 

application. Main objective is to build a syllable counter module which will act as the core of 

the application to calculate the syllable from the user voice and show the results to the user. 

 

The initial component of the project delivers a methodology to get user inputs. The next process 

of the component is about cleansing/filtering the input to study data with acceptable voice 

quality to extract the exact input of the user for research purposes. The next component 

categorizes the users under the four basic types of stuttering. This contains of a prediction 

model related with user input and different types of users are categorized according to different 

stutter level. This passes the users training workflows under one of the four types of stuttering. 

 

1. Research Study on Stuttering of Repeating a sound (e.g "c-c-c-can I have some 

chips?"). Analysis of ways of treatment for respective Stuttering type and Treatment 

methodologies through the application for Stuttering of repetition of sound.  

2. Research Study on Stuttering of Repeating a syllable (e.g. "I can see an el-el-el-

elephant"). Analysis of ways of treatment for respective Stuttering type and Treatment 

methodologies through the application for Stuttering of repetition of syllable.  

3. Research Study on Stuttering of Repeating a word (e.g. "Give give-give-give-give me 

some ..."). Analysis of ways of treatment for respective Stuttering type and Treatment 

methodologies through the application for Stuttering of repetition of word.  

4. Research Study on Stuttering of Repeating a phrase or sentence (e.g "I want-I want-I 

want-I want to-I want to go to the shops"). Analysis of ways of treatment for respective 

Stuttering type and Treatment methodologies through the application for Stuttering of 

repetition of phrase. 
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The application also detects the severity and type of stuttering and provide feedback exercises 

to allow the users to train and increase the confidence. For example, if a user stutters the word 

“water” as “wa-wa-wa-water”, the application identifies and provide users to train the word 

and increase his/her confidence level. The application also provides charts to the users to see 

their progress in a graphical way. The charts show the progress made by users over the time 

and the areas for improvement. 

 

Past researches show that people who stutter are mostly less confident to come out and mostly 

shy away. Emotions too play a big role when it comes to sway away from stuttering. There is 

no one cure for stuttering, the only way to improve from stuttering is to keep working on the 

words, improve the confidence, practice and gradually improve day by day. This will be the 

main goal of the application, to give a platform to users who stutter to practice, improve their 

confidence, give them a good experience and gradually develop them.  

 

 

 
Figure 1-1 Progress charts for users 
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1.2.1 Main Objectives 

 
➢ Voice filtering and optimization of user input 

➢ Accurate speech to text conversion 

➢ Study on wave pattern of user voice  

➢ Approach to identify syllables from user wave pattern 

➢ Implementation of traditional methodologies 

 

1.2.2 Specific Objectives 

 
➢ Wave pattern study to identify syllable count 

➢ Identification of stuttering severity 

➢ User experience study 

➢ Study on open source libraries related to voice/wave pattern 

➢ Accuracy evaluation if each component module 

 

1.2.3 Thesis Outline  

 

The remaining sections of the thesis is structured in a way to communicate all the activities 

carried out during the research of Speakup. Next chapter describes about the literature on the 

domain and work done before stating the uniqueness and the research gap this research study 

is destined to fill. Following that, chapter 3 puts forward the methodology on the solution and 

chapter 4 describes about the implementation and evaluation with proof. Finally, the report 

concludes with a summary of the whole content emphasizing on the main points in the 

conclusion chapter.  
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2 LITERATURE REVIEW 

 

The recent literature on the domain stuttering was only few months back in 2018. StammerApp 

is a mobile application developed through this research which supports people who stutter by 

providing awareness and information about it. The research is about qualitative analysis and 

collection of information through surveys and workshops to address the needs of individuals 

who stutter on a daily basis. The application helps users on daily basis with providing 

information and helping with confidence of users. This research shows that the domain on 

stuttering research is presently ongoing and supports the study done on this report and thesis 

which adds on top of the qualitative analysis done on the paper StammerApp. The authors of 

the paper were in frequent communication for guidance on their results and advices to carry on 

the research SpeakUp. The researchers also stated that 1% of the worldwide population is 

affected by stuttering. [11] 

 

 

Figure 2-1 Qualitative workshop on StammerApp 

 

In 1962, a speech recognition model was proposed by Halle, M. and Stevens, K, where signals 

were studied and transferred from speech input to chunks of sequences of particles used to 

study and conversion rates were obtained. This created a change in research on speech 

recognition. 
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This inspired and paved the way for the future studies on the speech to text conversion models. 

[5] From the above literature, the idea behind the speech to text conversion mechanism was 

studied. Speech signal was passed as an input and the speech was recognized with matching 

the patterns.  

 

In 2012 group of researchers from Scotland described about an Android mobile application 

solution which optimizes a monitoring module to detect speech rate patients and present real 

time results using a device. This helped individuals to identify their speech rate and analyze 

where the correct rate should be for improvement. The results were presented both graphically 

and numerically for a better understanding. An algorithm was described in the paper used to 

connect with the device on signals and update the rates. This also provides a real-time feedback 

like Speakup. Additionally, instructions were also given for users to understand and improve 

their speech fluency. Cloud service plan to track training materials was also discussed in the 

literature of this paper. [6] 

 

A study in 2015 shows about a mobile application BroiStu, it is another stuttering awareness 

application without technical aspects of the domain. This application provides a platform to 

have a better understanding of stuttering and help people who stutter in day to day basis. The 

paper discussed about the types and approaches to train and overcome the stuttering types as 

well. [12]  

 

In 2012 two researchers in India , P. Mahesha and D.S. Vinod found a new approach to classify 

three types of stuttering dysfluency, repetition, prolongation and interjection. Vector 

quantization domain was discussed on their research evaluation and Algorithms used for the 

speech extraction was also discussed in the paper. [8] Test samples were obtained from a 

London university and contained readings as well as conversation files. The study also put 

forward a program for SLP to detect and train their clients using the techniques discussed in 

the paper. The researchers also include the evaluation of the tests and an approach to use the 

algorithm to break voice samples and study the rate respectively.  
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According to research done by Uppsala University, Sweden in 2014 called Poster an 

application to bring awareness, the main study outcome is the people who stutter tries to speak 

more frequently when their own voice is played back to them with alterations. Though there 

are many special devices available to so this task one of the suggested device is using 

smartphones to accomplish the task. [9] 

 

The basic techniques used to overcome stuttering is practicing over and over again and reading 

having conversations with others. One of the key factors when it comes to treating individuals 

who are stuttering is to keep them motivated and committed to the cause. This opened up an 

interesting area to use mobile applications to train individuals with the device and keep them 

motivated. This also shows how technology have advanced over the time. [7] 

 

The sample techniques methods are 

 

1. Masking noise: This mask the normal audio feedback from using the noise in 

headphones. Thought this won’t remove the noise completely it will reduce the noise 

by an acceptable level. 

 

2. Delayed Auditory Feedback: Sound is transmitted from speech to headphones with a 

delay of about 50 – 250ms. The advantages in this method are it may reduce the 

stuttering as well as allows the person to speak in a normal rate. The disadvantages in 

this feedback is the time duration being longer to reach the ear. But this disadvantage 

is considered as an additional advantage if the person uses training with slower phase. 

 

3. Frequency shifted auditory feedback: In this technique, the main functionality is 

changing the pitch of the feedback. By changing the pitch up or down User will feel 

comfort in communicating. The main aspect of this feedback is though the new sound 

is not fully accurate as possible, but it’s perceived as unpleasant. 

 

4. Enhanced Auditory Feedback: This technique is an enhancement on finding reduced 

stuttering. Generally, feedback is inertly proportional to stuttering.  
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In 2003 polish researchers put forward a subjective evaluation of stuttering based on detection 

of stuttering in stop-gaps, syllable repetitions and pronunciation of vowels. The paper put 

forward an approach on normal and frequency altered feedback speech on voice recognition. 

Also, several methods of analyzing stuttered speech is discussed. [23] 

 

In 2006 dysfluent speech processing is one of the areas where a lot of research study was 

conducted, A lot of automation work was researched and studied for detection and 

classification of stuttering. This helps the workload of SLP to treat their clients efficiently. 

 

 Types of dysfluencies researched on this paper was. 

 

 

Table 2-1 Types of dysfluencies 
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Figure 2-2 Research Model 

 

“I aware my stuttering” is a mobile application research done by a group of Portugal researchers 

in 2013. The application circles on the target audience of stutterers to join by registration and 

input data regarding the stuttering and the occurring instances. The application collects the 

information and provides a report to help users understand their stuttering severity in the means 

of graphs and rate values. The application also contains a module to connect with SLP, where 

they can monitor individuals and give feedback. It also acts as a place to initiate discussion 

between SLP and clients. The application collects information from both SLP and clients and 

provide details reports on the analysis.  

 

 

 

Figure 2-3 Architecture of “I aware my stuttering” app 
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2.1 Research gap 
 

Many researchers who researched on stuttering and how to cure it have identified that there is 

no perfect cure for stuttering. But they also identified that there are several methods available 

to reduce the severity of the stuttering. According to the case study one way in which stuttering 

can be overcome is allowing the person to speak slowly and calmly. 

 

The popular ways of therapies conducted by the speech pathologist try to cover many aspects 

which cause the person to stammer. The “Lidcombe Program” which mainly practice the 

parents to help with their young ones. This program provides a platform for a child, which 

he/she gets appreciation and reward for correct speech and eliminates the fear factor from the 

person who stammers. The main idea behind this was to give the stutterer an environment 

friendly area and comfortable experience. This aspect is considered as one of the main features 

of the application and bridges the gap between the traditional methods and automated solution 

[10]. 

 

Fluency correction therapy involves in all aspects of speech in stuttering. It is not the speaking 

portion which is only given priority. It also considers the mouth movements, body language, 

correct pronunciation aspects. The rate of speech and the style is also considered in this 

approach.  [2]. 

 

The current mobile applications related to the stuttering mostly contain a guide to the users to 

read and identify the solutions to improve the stuttering. The lack in the current applications is 

the inability to analyze the voice of the user and accordingly giving the customized 

recommendations, which are useful for various categories of user. The proposed methods are 

identifying the user and recognizing the voice and accordingly analyzing the voice and 

providing the user necessary trainings to improve by an acceptable level. 
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2.2 Research problem 
 

The literature review proves that stuttering and approaches to overcome them over a mobile 

application is a common domain and a lot of researches were conducted in the past. The main 

drawback or the research problem is there is very little technical research done on the topic and 

more qualitative and awareness approach was conducted to spread the message in the past 

studies. This research Speakup covers the technical aspects to conduct the research and puts 

forward a plan for two traditional approaches practices by SLP to be implemented in the mobile 

application. 

 

SpeakUp, mobile application will be a pocket guide for people who stutter and are looking 

ways to improve their speaking abilities to become better communicators. The application will 

allow users to provide their input and train themselves to overcome stuttering by an acceptable 

level. Application adapts to methodologies used by speech language pathologists to provide 

users good training techniques and materials. This research project will be about developing a 

mobile application called “SpeakUp” which will help users who are affected by stuttering to 

train themselves by following various methodologies customized for their level and type of 

stuttering and help them become better communicators. There are few reasons behind this. 

People are not so comfortable reaching out to the therapist and explaining their situation to the 

therapist. The treatment is also expensive, and the therapy room increases the stutterers’ 

anxiety and affects their ability to speak. The mobile application allows users to assist them 

and train themselves from stuttering by an acceptable level. Practices and training according to 

each individual stuttering type and severity will help users feel customised and motivated to 

use the application. The graphical scoring model and gamification fuels the motivation and 

enable the user to practice over and over again. 
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3 METHODOLOGY 

 
In this section of the report the methodology to solve the research problem is discussed. The 

main idea behind the application is to allow users to simply pick up the phone and speak out 

and provide them with results and improvement practices for them to practice and improve 

stuttering by an acceptable level. Even though it sounds straight forward it is not simple to 

process everything on the go at real time. The objective flow was broken out methodologically 

to independent modules, each with own roles and responsibilities to collaborate between them 

and build the whole application. This is a basic approach in any architecture where modules 

work together in efficient way, reusing most of their features for the end goal. High level 

picture of the architecture can be found below which will be a living document throughout the 

research.  

 

 

 

 

Figure 3-1 High level architecture methodology 
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The initial step of the application is voice detection and analysis module. The application will 

use the voice analysis technology to identify the user voice and differentiate from blank void 

and loud noises. This will help with processing and memory of the application. The application 

will use a technique to identify the noise and remove them to increase the accuracy. The main 

responsibility of the module will be initially to detect the user voice from the microphone and 

clean and filter the input to optimize the voice to be used in the next module. A valid technique 

will be researched related to voice optimization and included for high accuracy. 

 

 

Figure 3-2 Voice optimization module 

 

The frequencies of voice samples can be studied to understand wave pattern and implement a 

solution to use cut out frequency to optimize audio inputs. In reality expecting a clean audio 

input is tough as most of the scenarios will include noisy environments. It is the applications 

responsibility to make sure the initial steps involve activities to make sure audio input is 

processed and passed on so that it is in a state to study the input to derive into conclusions 

related to stuttering.  

 

 
Figure 3-3 Frequency analysis of audio samples 
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After making sure we have a valid voice input the next step will be to detect the stuttering level 

and severity of the user. This is one of the main core module of the application as the main 

objective behind SpeakUp rely on this module output. Research will be carried out to identify 

the stuttering level of the user disregarding any language input used so that the application can 

be language independent. Even though there are 4 types of stuttering mentioned in this report, 

the main common way of stuttering at the initial stages of a word will be prioritised and using 

the wave pattern a methodology will be created to identify and provide users with results.  

 

Another objective of the application will be to detect the words spoken by the user. There are 

many open source libraries with license which can be utilised for this purpose. Users speech 

will be identified to text and this will help to understand the syllables spoken by the user. 

Comparing the spoken syllables to the expected will solve a part of the puzzle to derive the 

final results of the user. Adding the results collected by studying the wave pattern of the voice, 

the final score will be derived. Each syllable in a word will create a peak hike in the wave 

pattern. By using the appropriate sample size and identifying the average of peaks we can detect 

the syllables spoken independent of the language to find the severity of the user.  

 

 

Figure 3-4 Voice sample wave form 

 
 

 
Figure 3-5 Speech to Text Sample 
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The next module will be the results module. Even though there is not much processing work 

compared to the first two modules, this will be a very sensitive area which plays with users’ 

emotions. By using the application SpeakUp we are allowing users to practice and overcome 

stuttering by an acceptable level from home by themselves. Researches have shown this a 

positive approach to allow users to express with freedom without being anxious. To make sure 

users will come back without giving up using the application over and over again we need to 

promise a better emotional experience will be provided to the users at the end of the results. 

Gamification will be used to make users come back to the application to improve the score. 

Methodologies like star or level system can be used to motivate users to try the application 

more and leader board-based community can be created to motivate each other. 

 

 

Figure 3-6 Gamification concept 

 

Data of the results can be stored in the database to populate graphical charts to motivate the 

users. This will improve the confidence of the user and boost their moral belief.  

 

 
Figure 3-7 Forms of charts 
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The next module, Training focus on delivering individual need-based activities to allow users 

to train their weak areas to get improved scores and increase their confidence level to use the 

application over and over again. Depending on the result of the initial test users can be allowed 

to practice the difficult word to gain confidence and retake the initial test to see their 

improvement. For example, if the user is struggling to pronounce the word “water” and stutters 

in saying that at the initial stage, the application will allow users to practise only that word 

within the time to make the user feel confident when he comes back again to the initial test. 

This will act as a factor to see improvements and make SpeakUp a daily driver for the people 

to practice and overcome stuttering. The whole process iterates over and over again to allow 

users to practice and save their score, see the results graphically and improve from stuttering. 

 

SpeakUp will be a reusable module overall which can be placed initially before creating any 

stuttering related practices in a mobile application. To understand the real-world scenario two 

practices were studied from the SLP which are currently done manually, and proposal of the 

methodologies were discussed for implementation through the mobile application. The two 

methodologies are Slowed Reading and Easy Onset. These are couple of leading practices for 

people who stutter done by SLP manually. To automate the process in a mobile application 

initially user inputs the name and areas of his/her interests to the application. The reading 

paragraphed text can be categorized according to his/her interests. This will directly have an 

impact on how user interacts with the application. 

 

User reads the initial paragraph and allows his/her voice to be recorded to the application. 

User views his/her score and how he/she have performed and navigated to one of Slowed 

Reading or Easy Onset methods to improve further. Slow reading method allows users to press 

and read a paragraph slowly in different repetition of syllable range (80/100/120). User earns 

scores according to how he/she performed in these methodologies. Additionally, support is 

given to the user to get access to how to read at correct speed with a recorded voice from the 

machine. Easy Onset allows users to go through the four steps of the methodology. Four steps 

in the traditional methodology are done through the mobile application. First user is prompted 

to get a good breath and the pronunciation movements are shown to the user visually. Users 

are next prompted to pronounce the word without sound to get the air breathing cycle correctly 

and finally the word is produced to complete the methodology. These processes are looped for 

better performance. 
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In slowed reading user will be going through several modules which will contain the same 

paragraph being played with an example of the sample in different speeds which will contains 

rate of syllable rate in 80,100,120 respectively. An average rate of syllable of the user falls 

between the category 120-140 syllables per minute. Scores are given for the user’s ability to 

perform in required rate. From the tested rate of syllable if the user does not fall into the normal 

rate then the application will provide the user with modules from as low as 80 syllables per 

minute and increasing gradually to 100, 120 respectively. The reasons for improving rate of 

syllable with this methodology is that people who stutter tend to have a high rate of syllable as 

they tend to speak a lot faster than a normal person. 

 

In Easy Onset user will be asked first to inhale a good breath and release the breathing. A 

normal person’s breathing span is between 12-15 seconds. Stuttering people tend to have a 

small breathing cycle. The training modules in the easy onset will give the user an opportunity 

to improve his/her breathing and read the paragraph just as the way a normal user will read the 

paragraph. Secondly the user will be shown of the visual which will contain actual way of 

pronouncing a word. Stats say that many stutters have this initial syllable stuttering as a reason 

for stuttering. Users will be able to see how the normal people start the word and will be able 

to improve the way user starts pronouncing the word. User will be initially pronouncing the 

word without making any sound but releasing the air he/she breathed. Then the user will 

pronounce the exact word with the sound at the end of this technique. Scores are given for the 

user’s ability to perform all the steps in the methodology correctly and in a required phase 

manner. 

 

Even though the two practices are not implemented in the application, they were studied with 

the help of SLP to understand the real time usage of the reusability of SpeakUp to overcome 

stuttering. Additionally, focus will also be given to study and implement proper user interfaces 

to provide user with a positive user experience and improve their moods and emotions. The 

sample mock up interfaces are attached at the end of this document. The next chapter will 

discuss about the implementation of the methodologies discussed here. 
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4 IMPLEMENTATION 

 

The mobile application will allow users to talk, train themselves and overcome stuttering by 

an acceptable level. To identify the exact stuttering type precisely, attributes of voice such as 

frequency, voice decibel and repeating patterns, which belong to a users’ voice will be analyzed 

and recorded by the application. Then the user will be categorized into a group depending on 

his/her stuttering level. According to the severity a set of work flows will be undertaken to train 

the user. Progress will be shown in form of visual graphs to user to keep him/her committed 

and improve stuttering.  

 

The user will interact with the application with voice. User’s voice is extracted and studied to 

predict the stutter type and level. According to stutter type users are categorized into one of the 

type and workflows are designed to practice them and improve their stuttering. This process is 

done in iterative process until users have improved by an acceptable level. Interactive and user-

friendly interfaces will make sure the user’s commitment levels are not diminished and users 

will have a comfortable environment to talk to their maximum caliber. Research will be done 

from trainers with experience to provide an application with acceptable level of improvement. 

Even though there will be no accurate cure for this, the solution will improve individuals to an 

acceptable level. This section of the report will go through the methodology and the 

development workflow and decisions of the implementation of the application SpeakUp.  

 

4.1 Technology Background  
 

The main idea behind SpeakUp is to create a reusable module which can be used as an entry 

point for all the mobile device-oriented practices to overcome stuttering. The core idea is to do 

the initial work for all the practices so that the module can be reused efficiently. For any 

practices to overcome stuttering through a mobile device there are few common repeated tasks. 

 

1. Identify the users’ voice  

2. Identify the users’ speech 

3. Identify the accuracy of the speech 

4. Identify the stuttering type and severity 
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After all the above-mentioned steps are cleared the user can be redirected to the actual practices 

such as Slowed Reading and Easy Onset according to the respective individual requirement.  

 

In order to cater for the large user base on a mobile device, Hybrid application development 

was decided the right way to go forward. The implementation of the application is written on 

React Native. Additionally, to give back something to the community users can simply 

download the application from Android (Google) / Apple store and use it free of charge. There 

are quite few platforms to develop. Even though researches show positive side towards Android 

development there is a huge iOS market outside the Asian geographical areas. Therefore, 

Hybrid solution will cater both Android and iOS users giving the module to be used in different 

areas.   
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Figure 4-1 Research on Platforms 

Stuttering is mainly categorized into 4 different types. These categorization is done on the 

occurrence level of stuttering. They can occur at the start, middle or end of words. Generally, 

most stuttering cases occur at the start/beginning. Other types are, 

 

1. Repeating a sound (e.g "c-c-c-can I have some chips?") 

2. Repeating a syllable (e.g. "I can see an el-el-el-elephant") 

3. Repeating a word (e.g. "Give give-give-give-give me some ....") 

4. Repeating a sentence (e.g "I want-I want-I want-I want to-I want to go to the shops") 

 

There are other less common types such as,  

 

1. Prolongations – Stretching a word/sentence long (e.g. "I waaaaaa-----nt to go outside 

to play") 

 

2. Blocking – No sound produced at all and user is not able to communicate. This manily 

occurs at the start of the word/sentence. 

 

The stutter level is identified and categorized so that the application will be diverse to all types 

of users and their stuttering severity level. The workflows to practice users and train them are 

created after research on each individual type and users are categorized before the practicing 

procedure. The input of the application was taken from the microphone of the user’s device. 

Then the voice analysis techniques will be used to extract the voice component and remove the 

noise to accurately study user input and categorize the users accordingly. The voice detection 

model detects for user inputs and analyses them. The user’s voice is studied and passed to the 
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next model. The speech recognition model optimizes the voice input and removes the noise to 

study the words pronounced by the user. After these steps, the user is categorized according to 

stuttering severity. Data Model acts as the main storage model and allows other model to access 

the data when required. The stutter level prediction model predicts the severity in the stutter 

level of the users and categorizes them according to respective groups.  

 

The algorithm in this module will predict the respective users stutter level and allow the 

application to practice them differently by providing them different workflows. The 

categorization model categorizes the stuttering to its respective module. The training process 

for each model differs accordingly. After the training of the users it will be measured through 

the progress model to make sure the user realizes they are trained to an acceptance level. These 

scenarios are repeated iteratively to train the users. 

 

There is a more risk of getting affected by stuttering if there is genetically history of stuttering 

in the family. This does not directly implement it is transferred from the parent, but a family 

background puts the individual at a higher risk to develop stuttering from younger days.  

 

SpeakUp is developed on React Native, it is a JavaScript framework to write modern hybrid 

applications for both Android and iOS ecosystems. According to Stackoverflow survey results 

it is the leading programming language by the community for the past two years. It is relatively 

strong language created by Facebook and a lot of leading companies/products have adopted 

the language to build successful business. It integrates a lot of open source libraries to give 

freedom to developers to create hybrid application. This also give developers to use various 

light JavaScript libraries to integrate and develop functionalities. [14] 

 

Fundamental process of React Native is ‘Learn once and write anywhere’ is the principle to 

create React apps and which is also true for React Native Development and also the main 

objective behind the research of SpeakUp. Reusability is the main software architecture 

concept practiced throughout the research. It involves a lot of rich UI creation and binding for 

the DOM to actively react and render mobile application.  
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Figure 4-2 Top 5 Hybrid technologies in 2019 

 

4.2 Voice Analysis 
 

The voice filtering and optimization module is used to filter and optimize the voice input. Voice 

filtering module is one of the core module that provide input to other modules to accomplish 

their respective tasks, Because the application is mainly depend on the users’ voice input which 

might affected by the background noise, this might lead to wrong result. In order to get accurate 

result from the audio input, it has to optimize according to the other modules requirements.   

The voice filtering and optimization module uses the Low pass filtering mechanism which is 

used to eliminate the background noise. A low pass filter is filter that passes signal with a 

frequency lower than a certain amount of frequency and attenuates signals with the higher than 

the frequency specified. The frequency used to specify the maximum frequency that passes is 

called cut-off frequency.  

 

The implementation of the low pass filter is done through a JavaScript framework called 

Pizzicato, for example in iOS Core Audio framework is used, Core Audio provides a software 

interface for implementing audio features in mobile application it handles all aspects of audio. 

Core Audio capabilities file stream parsing, format conversion, sound effects, positioning as 

well as Automatic access to audio input and output hardware.  
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Figure 4-3 Low Pass Filter Mechanism 
 

Since the Core Audio framework provide lower level access to the audio functionalities which 

makes it possible to do the modification to the signal. In order to make changes to the recorded 

audio firstly it is read by the Audio File Reader Class then the data that are in Audio File reader 

will be passed to the Signal Modifier Class which modify the signals. Then the modified signals 

will be passed to the Audio File Writer and Audio File Writer writes the modified signals and 

pass it to other modules.   

 

                                           

Figure 4-4 Core Audio in iOS 

       

 

Core Audio 

Audio File Reader 

Signal Modifier 

Audio File Writer 
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While sending to the inputs to another module it has to optimized, because there can be a 

situation where the user might not be talking but the device is recording, or user might take 

little later. Unless the users voice input is not in audio than the data become useless and also 

this useless data can 

• Take space to store inside the device storage and the cloud (Firebase).  

• Mobile devices have less amount of memory which makes the process hard. 

• Waste of processing power. 

• Inaccurate result from other modules. 

• Hard to send data through the network. 

A graphical output of an audio sample is given below which describe the simple scenario 

discussed above, in the below figure colored region show a long straight line which does not 

have any peaks this clearly shows that 0 – 4.5 seconds there is no relevant or useful information. 

In order to overcome this problem when the user stops peaking device also stops recording this 

makes the audio to exclude unwanted information.         

 

 

Figure 4-5 Shows audio with noise 

 

 

Figure 4-6 Optimized audio 

 

The JavaScript framework handles with this work for both the native iOS and Android Audio 

components. The below image shows an example code from the library where the frequency 

and peaks are defined extracting the interface to input the audio through low pass filter.  
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Figure 4-7 Low pass filter implementation 

 

4.3 Syllable Counter 
 
The main objective why the syllable counter is implemented in the application is that it will be 

the primary factor through which the application will allow/suggest the users the training 

modules which the user can follow analyzing the initial test from the user. 

 

The below sample shows the study of voice patterns to come up with an accurate syllable 

counter which will be used as a main core component of the application.  

 

 

Figure 4-8 Voice wave of Water (2 syllables) 

 

The above figure shows how the word water is represented in the wave form.  
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Figure 4-9 Voice wave of Water (Stuttered) 

 

The above figure shows how the stutters when pronouncing the word water like wa-wa-wa-

wa-ter is represented in the wave form.  

Initially user reads the initial paragraph and allows his/her voice to be recorded to the 

application. User views his/her score and how he/she have performed and navigated to one of 

the training methods to improve from there. Additionally, Progress charts are in the application 

for the users to easily recognize their improvements. User can again check his/her progress and 

score and allowed to test repeatedly with the above techniques to improve his/her score and 

level in the application and overcome stuttering by an acceptable level. 

 

The main objective why the syllable counter was implemented in SpeakUp is that it will be the 

primary factor through which the application will allow/suggest the users the training modules 

which the user can follow after analysing the initial test from the user. Initially the syllables 

were counted from the database where each word and the number of syllables were stored. But 

the results were not accurate due to several reasons.  

 

1. The stutter will not stutter the word as the same way it has been defined in the database 

2. Inability of the framework to detect the correct word when broken in to syllables. For 

example, when defining the word “Water” as “Wa” and” Ter” and defining the word 

“Our” the framework when the user spells the word water will identify “Wa” sometimes 

and “Our” the other time depending on the volume and pronunciation user makes. 
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3. Depending on the accent of the user the framework recognises the same word in 

different ways.    

4. When the user pronounces the word while stuttering the framework will neglect the 

word if he speaks correctly again.  

 

These barriers resulted in a need to research for a new way to find the syllable in the application 

through the syllable counter module. According to the speech therapist [1] the syllables are 

counted considering the stuttered words as well. For example, if the word spoken is elephant 

then it will contain 3 syllables (el-e-phant). Suppose the person pronounces the word like (el-

el-el-e-phant) the word will contain 5 syllables even though the actual word contains 3 

syllables. So, this syllable counter is implemented from the research paper written by Paul 

Mermelstein on Automatic Segmentation of Speech into Syllabic units. The first objective of 

identifying the syllables is to visually look at the audio input of the user. With the use of the 

Ezaudio framework user’s speech was visually represented through a graph as below.   

 

 

Figure 4-10 Graph of the user’s voice input. 

 

The next objective is to divide the audio file into small samples. The key factors in deciding 

the number of samples is the time duration the user has spoken.  
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Figure 4-11 Samples and the Noise are plotted in a graph 

 

Above figure represents the samples being mapped into a graph. The X axis of the graph shows 

the sample space and Y axis denotes the frequency level. The entire 1081 samples are taken 

from a 1 second audio file where the user has spoken the word “Water”.  

Next mean and the median values of the samples are calculated. Then the samples are inserted 

into an array. And the array is divided into small arrays depending on the audio file duration. 

 

 

Figure 4-12 Grouping of number of samples 
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Above figure represents the matrix where the number of samples is grouped into one whole 

sample in order to find the syllables. Then from the grouped samples the maximum values from 

each sample are obtained and are taken into the calculations. Then the samples maximum 

values are compared against the median value and the number of samples which have the values 

greater than the median value are considered to be the number of syllables. This methodology 

in implemented to calculate the highest value as the peak of each sample and identifying as a 

syllable.  

   

Advantages of the new syllable counting method 

 

1. Independent of the language. 

Since the calculations are done from the raw voice input. This calculation methods can 

be extended to the other languages also as the method is independent of the language. 

And also, the method eliminates the accent of the user into considerations. The same 

word can be pronounced by different people in different way, but the number of syllable 

must be the same. This syllable counting mechanism allows the opportunity to 

accomplish the task. 

2. Captures the stuttering words also into calculations. 

Most importantly this mechanism takes the stuttering parts of the word also into 

calculations. For example, when the water is pronounced as “Water” the syllable 

counter results in 2 syllables and if the water is pronounced as “Wa-Wa-Wa-Water” 

then the syllable count results in 5 syllables.  

 

 
Figure 4-13 The word “Water” in wave form 
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Figure 4-14 The word “Wa-Wa-Wa-Water” in wave form 

 
From the figure 3.3F we can see that when a user pronounces the word “water” correctly how 

the word is shown in the graph. And in the figure 3.3G when the same word “water” is stuttered. 

The syllable counting module will be able to pick up the both the voice input and display 2 and 

5 respectively as the output of the syllables count. 

 

 
Figure 4-15 Console Output of the module 

Figure above represents the sample outputs of the data values obtained for a sample. 

• All Peaks above thresh hold value is considered potential syllables.  

• Calculating the mean and median values of the audio file. 

• Breaking the audio file into samples. 

• Getting the maximum value of the samples. 
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4.4 Data Model 
 

There are two main data storage points.  

1. Real time user scores and progress – Mobile local storage 

2. Connection to SLP – Backend database (Firebase) 

 

React native uses a local storage manager to persist data to device local storage, it’s called 

AsyncStorage where it allows to read/write small data chunks in user devices. This is used to 

store user scores to populate the charts and graphs in the progress screen. To make sure the size 

limit is maintained, and no excess storage is required only the last 10 attempts done by the user 

is stored for this purpose. Furthermore, users can also decide whether to store or not their data 

attempt. AsyncStorage is React Native’s API for storing data persistently over the device. It’s 

a storage system that can use and save data in the form of key-value pairs. It resembles a lot 

like local Storage in browser API. AsyncStorage API is asynchronous, so each of its methods 

returns a Promise object and in case of error, an Error object. This mechanism is implemented 

in the application to persist user score data and calculate the score module of the user. 

AsyncStorage can prove very helpful when we want to save data that the application would 

need to use, even when the user has closed it or has even closed the device. 

 

 

Figure 4-16 Async Storage 
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Firebase data storage was tested out to store the user information, recordings and scores so that 

a pathologists (SLP) can be reached out through the application and can give feedback to the 

user. Application also focus to integrate SLP so that it connects users with a person with 

background knowledge in this topic. Firebase frees developers to focus crafting fantastic user 

experiences while it manages all the aspects related to data and APIs calling them.  

 

 

Figure 4-17 Firebase architecture 

 

 

Figure 4-18 Firebase Backend 
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4.5 Application Architecture and Implementation 
 

 

 

Figure 4-19 SpeakUp Architecture 

 

 

The above boxed section represents the main architecture proposed for the research solution. 

The main input of the application SpeakUp is users voice input collected from the microphone 

of their phone device. Afterwards the voice input follows the below modules mentioned in the 

architecture diagram.  
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1. Voice Detection 

The main goal of this module is to detect voice and pass it to the next filtering module. 

React-Native-Voice library is used for this purpose. The library implements the 

listeners and the language model to check the input and identify the voices. Once the 

voice is identified it is passed to the next module for optimization.  

 

2. Voice Filtering and Optimization 

The filtering and optimization is used to make sure the voice sample going forward to 

the speech recognition is in an accurate state. Using the low pass filter and the cleansing 

implemented by the JavaScript framework this is achieved. If the voice has a lot of 

noise and background clutters, it will be detected and removed before passing forward 

to the next module.  

 

3. Speech Recognition and Matching 

This is a main core module in the application which takes the voice input and identifies 

the spoken words of the user. React-Native-Voice library extracts few method APIs 

which can be used to attach to the device listeners and identify the words of speech. 

This speech is then passed forward as an identified array list of words to the next 

module.  

 

4. Identifying the stuttering severity 

The severity of the stuttering is identified with the accuracy of the speech passed from 

the speech recognition module and the number of syllables identified using the wave 

peaks of the users’ voice. Also, the real time errors made by the users are identified and 

the severity is calculated. This final calculation will get passed to the Score module.  

 

5. Score Module 

The score modules get the score passed and allows users to persist it to the local storage, 

so they can view their progress. Also uses an inbuilt star rating mechanism to show the 

users their score out of 5. Minimum score is kept to 1 and respective feedback message 

according to the scores are provided.  
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6. Progress Module 

The progress module contains two graphs, one to show the progress made by the user 

in his/her last saved attempt scores and the other to show a percentage of the accuracy 

speech done by the user. This will make users to gain confidence and adds a 

gamification aspect to the application. 

 

 

Additionally, users can connect to a SLP directly from the application as well for further 

assistance. The SLP’s can access the history of users including the recordings which is 

pulled from the cloud database Firebase.  

 

 

 

Figure 4-20 Connect to SLP 
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Figure 4-21 SpeakUp - Home Screen 

 

The Home Screen of the application consists of most of the high processing modules 

behind it. User is greeted with a paragraph to try out. The user can start by pressing the 

start control and press on stop to navigate to the results screen. While the user is 

speaking the screen responds to the users voice real time. If the user is speaking out the 

expected word it will turn green and show a positive message, else it turns red and 

assists the user to try harder. The reset control allows users to try again before 

progressing to the next screen.  
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Figure 4-22 SpeakUp - Score Screen 

 

The Score screen of the application shows the result of the test carried forward in the 

previous screen. User is greeted with his/her score out of 5 in the form of stars and 

allowed to save his/her score if needed. This screen also identifies if there is any special 

practice needed for the user according to his severity and allows to navigate to the 

individual test screen. Also, users can click on the Progress button to view their progress 

in graphical form.  
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Figure 4-23 SpeakUp - Progress Screen 

 

The progress screen shows users couple of charts in graphical form indicating the 

records of the score and accuracy. This will help users to gain confidence and keep 

coming back to improve themselves. React-Native-SVG-Graphs library is used to draw 

the charts and show users from the data stored in local storage.  
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Figure 4-24 SpeakUp – Individual Assist Screen 

 

Individual Test allows users to practice a word which they had difficulty in the initial 

test. This is mainly done to improve the confidence of the user who are struggling with 

the initial test. The initial test identifies the areas users struggled on real time before 

creating the Individual Tests for the users.  
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3.6 UI and UX design of the application  

 

Psychological factor plays a huge role in the success of this application where user’s reactions 

are considered as a main step towards achieving the main goal. Psychological conditions such 

as mood and anxiety affect the final results of the application. In order to provide a user-friendly 

interface to the users’ research study was conducted before designing the user interfaces.  

Throughout the application the screen is mainly divided into three areas. They are status bar, 

content and user control. Additionally, help interface is provided for each interface to notify 

the users how each interface works and how to get the maximum out of them. Users can disable 

them in settings when they are comfortable using the application. 

 

 

 

Figure 4-25 Structure of SpeakUp UI 
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User interfaces place a huge part in the modern era of building mobile applications. In a real-

world scenario, we need to create a feeling of belonging emotionally with the user when 

building application. Choosing the correct color and the position of the elements to the eye 

level plays a huge role to keep the user interested in the application. Research studies were 

done on color scale and user accessibility to make sure better user experience was provided to 

the end users. Since the domain of stuttering is directly affected with the user moods and 

experience it plays a huge role for the success of Speakup. Proper icons, navigation and help 

guide also plays a longer way for the users to understand and use the application efficiently.  

 

 
Figure 4-26 Icons of SpeakUp 

 

 

Figure 4-27 Help Interface 
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Figure 4-28 Interfaces tested in different size devices. 

 

 

Figure 4-29 Local Storage Confirmation 
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5 EVALUATION 

 

5.1 Testing and Experiments 
 

Each core module of the application was tested both unit, individually and as an integrated 

system. Continuous integration was done throughout the lifecycle to identify potential errors 

in the early stages and rectified them. The application was finally tested for user acceptance 

testing with real clients and pathologists. Each individual module is tested and resulted with an 

overall average of 76% accuracy. 

 

Application is tested for a defined time period of 30 days with an individual who is affected by 

stuttering. The case study shows the improvement of the user with continuous training, though 

there are few lower scores resulted by psychological conditions such as mood and anxiety. The 

end result of the application depends on the commitment of the user with the training 

techniques. To keep the users committed features like Gamification and materials with interests 

of the respective users are implemented. The application results were justifiable to produce a 

conclusion that there were improvements by an acceptable level. 

 

The figure below shows the real time testing with a stutter and the results obtained. It was 

evident that the user scored more stars when he practised slowly and improved gradually. Real 

world setting was set up to test the module with respect to voice filtering and optimisation. 

Even though the accuracy of the modules was not consistent it was shown that they provided 

and acceptable level of accuracy at all times.   
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Figure 5-1 Real World Testing 

 

 

 

Figure 5-2 Speech to text accuracy testing 

 

The above shows the output of the speech to text module in order to test the module with 

accuracy. The module resulted with an overall average of 85% accuracy.  

 

 

 



 46 

5.2 Test Results 

 
Three categories of the users were tested with the application with diverse sample space to 

cover most of the real-world scenarios. They are 

 

1. People who are identified as stutterers previously – 4 individuals 

2. Clearly speaking individuals – 7 individuals 

3. Kids category stutterers – 3 individuals 

 

Each scenario the process was consistently practiced. Initially the user is allowed to go through 

the application by their self to monitor and understand if it is clear to operate within all variety 

of audiences. After the initial test is done they are briefed about the application and the usage 

features. Application was deployed to their mobile devices using Expo, a simplified runtime 

for React Native applications directly to mobile phones. Users were given a period of 30 days 

to use the application and report any issues they faced. At the end of the period using the local 

storage and database information was gathered to analyze the results and also direct feedback 

form was provided to the users to understand their day to day experience with the application. 

 

Using the help of SLP and the data storage information the results were analyzed to derive 

conclusions. The feedback of the users is also attached at the bottom section of this report. 

Additionally, few other sample set of users were given the application in hand to determine the 

user experience and user interface study results of SpeakUp.  

 
 

 
Figure 5-3 Image of a graph indicating the case study of the user categories 



 47 

 
Figure 5-4 Case study information on average time taken for sample words 

 
 
 
Main Key points from the results  

 

• Each use case scenario users found improvement with time  

• Users main feedback was to change the speaking text to increase interests and 

difficulties 

• Users found that user experience was really good  

• Couple of scenarios were reported where the scores were not calculated correctly due 

to the issue in the noise of microphone input 

• Users agreed a mobile application solution was friendlier and allows themselves to 

express more than directly with SLP.  
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Figure 5-5 Real world testing with SpeakUp 
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Figure 5-6 Testing the application with stutterers 
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Figure 5-7 Application testing with kids 
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5.3 Voice analysis verification 

 
Voice analysis verification was done to make sure with evidence that the optimization of the 

voice input was done correctly for the identification of stuttering. Initially different audio inputs 

were tested out with noise, using an online tool Online voice recorder a web-based illustration 

of the input was studied. Additionally, TwistedWave, an online tool to upload and understand 

the voice wave was used to analyze the difference with and without noise. EZAudio, an audio 

visualization framework built upon Core Audio for real-time, low-latency audio processing 

and visualizations framework was used to graphically understand the different waveforms and 

evaluate the improvement done from the application SpeakUp module. 

 

 

Figure 5-8 EZAudio real-time output of words used in SpeakUp 

 

 
Figure 5-9 EZAudio waveform from an audio file 
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Evaluating the application on different mobile devices proved that the low pass filter 

mechanism impact was highly found on older devices. For example, iPhone X which was a 

latest device showed less improvement compared to an old model iPhone 6 as the microphone 

of latest devices have the hardware capability to remove noise from incoming audio input on 

them. This provides less or no work for the application module to clean the noise. But 

improvement of removing noise was seen visually in older devices as shown below.  

 
 

 
Figure 5-10 Audio wave of input without the optimization module 

 
 

 

Figure 5-11 Audio wave of input with the optimization module 

 

Various online tools were used to map the audio samples to understand the different patterns 

in wave peaks and frequency. Big audio files were broken down into few smaller chunks for 

accuracy. It was evident that the breaking of the stuttering severity on voice peaks was accurate 

of 81%. 

 

 

 
Figure 5-12 Sample audio wave pattern 
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5.4 Speech to Text verification 
 

Speech to text recognition was tested out with different samples of wordings. Application on 

debug mode prints out the spoken words real time. This showed that the speech to text 

conversion module had accuracy of 89% on all the sample tests tried out. This is a main 

achievement of this research as this component impacts on the final result of the user as well 

as real time impact as we are changing the background color on the correctness of the users’ 

speech each second at real time of the application SpeakUp. 

 

Long paragraphs as well as small words were experimented as well, and all scenarios showed 

positive outcome towards the results. Only impact of wrong results was observed when accent 

was used in speech of similar pronunciations as the machine detects few words as same type. 

For example, “banana” with a different accent was detected as “Ann-ana”. Overall normal 

speech and the voice samples which was gathered as data input for evaluation proved positive 

outcome from this module.  

 

 

Figure 5-13 Speech to text verification 
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5.5 Feedback 

 
Feedback from the users were a main motivation part of this research. Feedback was collected 

from the real sample users and the SLP. Unbiased sample was taken into consideration when 

feedback was collected.  

 
Figure 5-14 Feedback - Enjoyment rating 

 
71% of the users rated the application to be enjoyable, this was one of the research area where 

user experience was studied to make sure less frustrations were caused to the user while using 

the application. As emotions plays a huge part for stutterers to perform to their best, proper 

user interface practices were followed to provide good experience and enjoyment to the user. 

Furthermore 93% was rated toward the success of the UI/UX as per below feedback chart. 

 

 

Figure 5-15 Feedback - UI/UX rating 
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Feedback on the progress improvement seemed really positive as users found the application 

useful and showed progress with the use for a period of time. The main improvement point is 

about the availability of interactive help guide as users seems to get lost in navigating to help 

page and returning back to working screen. Improvement can be made to give users interactive 

assistance according to their landing screen. Couple of incidents were noticed where users did 

not understand the help guide specially with small kids.  

 

 

Figure 5-16 Feedback - Progress improvement 

 

 

Figure 5-17 Feedback - Errors 
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Figure 5-18 Feedback - Improvement areas 

 
Motivation was another key role when it comes to overcoming stuttering. Only way of positive 

results from this application is to be motivated enough to come back over and over again and 

train to speak up. It was successful to see this aspect being achieved with 78% voting they were 

highly motivated.  

 
 

 
Figure 5-19 Feedback - Motivation 
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Figure 5-20 Feedback - Overall feedback 

 

 

 
Figure 5-21 Feedback -Enjoyed features 
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5.6 Evaluation Results 

 

 
Research Module Accuracy 

Voice optimization 81% 

Speect to Text 89% 

Score 89% 

UI/UX 95% 

 
Table 5-1 Evaluation Results 

 
Above results were obtained from evaluating the application with different sample set of data 

and actual real users feedback. One of the main challenge of evalating SpeakUp application 

was to get real data of stutterers. Due to legal terms the SLP was not able to directly send the 

audio recordings but was able to use online tools such as Youtube and recordings played by 

the SLP with the clients permission to evaluate the application. Total of 100 recordings were 

evaluated with additional 14 real users having the application to use in their mobile device for 

a period of time. Additionally researchers from england who recently published simlar study 

six months back were in touch and communicated for advices frequently. [11] 

 

 

Figure 5-22 Data set for evaluation 

 

 
 



 59 

 
Above data set (complete dataset attached at the end of report) was listened thorugh the 

application to compare the application rating and the SLP feedback of the stutterer. Since the 

actual recordings were not passed and only the audio was listened through the microphone 

multiple attempts were made to get the output due to factors such as noise. Also the application 

results were only found different on 7 incidents in which couple of the recordings were very 

soft on volume.  

 

 

Figure 5-23 Accuracy of the sample data set 
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Figure 5-24 Feedback – Accuracy 

 

 

Figure 5-25 Communication with StammerApp researchers 
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6 CONCLUSION 

 

In this document, a methodology to train and overcome stuttering using a mobile application 

was presented. The mobile application mainly targets the individuals who have stuttering. 

Users’ commitment plays a positive role on the final outcome. Users will be provided with a 

scoring model and star rating to keep them interactive with the application. Furthermore, this 

application allows users to consult a Speech and language pathologist (SLP) to get additional 

guidance. The document states how the research was carried out for literature. By providing 

the exercises the mobile application will meet the user requirements and maximize the chance 

of improving the stuttering while user friendly and easy to access to everyone. The application 

allows individuals to train and overcome stuttering by an acceptable level and be aware and 

spread the positive message in the community. 

 

To prove the necessity of research are on-going literature was provided including the latest 

study on this research domain only 6 months before last year and the researchers of the study 

from England were contacted frequently to get advice and guidance. Additional literature done 

before on the same domain knowledge was addressed and presented how this research is carried 

forward on its unique way. Syllable Counter is a core part of the application which can be 

reused for all the training methodologies. There are many challenges when coming up with the 

perfect Syllable Counter but with necessary research and applying the best principles of 

software architecture I believe it was achieved in reusable and efficient way. This module can 

be replaced at any stuttering overcoming exercises such as Slowed reading and Easy Onset to 

get the initial user input and process them before the actual practices to determine the severity 

of the user.  There is no single cure from stuttering directly, past researches and SLPs have 

proved that an individual commitment of practising over and over again for a period of time 

will allow to improve from stuttering gradually. Therefore, motivation factors such as progress 

charts and gamification were added to SpeakUp to keep the users committed to the cause.  
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User interfaces and the whole experience plays a huge role in keeping users coming back to 

the application. After research study on UI/UX, elements placement and colour on mobile 

screen, user centric experiences were targeted in this research project. When evaluated from 

the users for feedback this was significantly seen as a positive factor of the application. The 

main objective of the application is to improve the stuttering by an acceptable amount. In reality 

stuttering cannot be taken away it can only be overcome with time by practicing the 

methodologies consistently. SpeakUp allows users to input their voice and see how they scored 

from their speech, in need of special attention it also suggests additional word by word 

exercises to give confidence to the user. Progress charts and score model will motivate users 

to try more to see their progress up to date in real time. At any point to get support from SLP 

users can export their data stored on the application data model and connect directly to SLP 

from the application. SpeakUp acts as a pocket assistance to people who stutter and for SLP it 

acts as a database to keep track of their clients. Main concepts of software architecture were 

carried out in the process of this research study with trending technology backing up the 

product. 

 

As of future work, research can be carried out to use the time variable included when breaking 

sample audio for peak identification in the stuttering detection module. Methodologies such as 

template matching can be researched to compare the wave pattern between normal users and 

stutterers to improve the accuracy of the syllable counter module research module.  

 

Figure 6-1 Feedback - Recommendation 
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