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ABSTRACT

Affect Level Opinion Mining of Twitter Streams

Twitter is a social media platform which is used by millions of users to express their

opinions freely. However, it is almost impossible to analyze the opinion manually due

to the sheer number of Tweets generated per day. Therefore, automated analysis of

emotions in Tweets, which is also known as affect level opinion mining in the literature

is crucial. Emotion analysis in this study is performed at two levels: Emotion Category

Classification and Emotion Intensity Prediction.

One key challenge in identifying emotion categories is the presence of implicit emo-

tions. This study introduces a model that enables reuse of the same deep neural network

architecture with different word embeddings for the extraction of different features re-

lated to implicit emotion classification. We presented this model at 9𝑡ℎ Workshop

on Computational Approaches to Subjectivity, Sentiment and Social Media Analysis

(WASSA-2018). Our system was ranked among the top ten systems (8𝑡ℎ) amidst con-

strained corpus usage. Our implicit emotion classifier outperformed the baseline system

by more than 8%, achieving a 68.1% macro F1-Score.

We solved the emotion intensity task with transfer learning techniques. Among

the models used in transferring features were a sentiment classifier, emotion classifier,

emoji classifier and emotion intensity predictor. Our transfer learning based intensity

predictor outperformed existing best in two out of four emotions. We were able to

achieve an average Pearson score of 79.81%. Additionally, we propose a technique to

visualize the importance of each word in a tweet to get a better understanding of the

model.

Finally, we developed a web-platform that utilizes our emotion analysis models to

summarize and view the opinion of a group of tweets.

Keywords: Emotion Classification; Emotion Intensity Prediction; Sentiment Analysis;

Opinion Mining;
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Chapter 1

INTRODUCTION

Social Media has already penetrated almost every part of the world and has

become a major source of information for many. The users of social media can

range from the general public to large organizations and even governments. The

general public uses it to share their life activities and opinions about different

topics with their family and friends. Organizations may use it to promote their

products and services.

Twitter micro-blogging platform is one of the most popular social media plat-

forms on the internet. Though a single Tweet is constrained by the number of

characters, opinion of the public on some topic can be determined using a large

number of twitter posts (Tweets). Tweets are publicly available. Therefore, one

can collect them directly from the Twitter platform using the tools provided by

Twitter (Twitter API 1). Furthermore, determining the opinion from the short

text is a challenging task. Consequently, the Twitter platform is a worthy source

of social media content for research. The term “opinion” is defined as “a view

or judgment formed about something, not necessarily based on fact or knowl-

edge” . Many studies consider emotions as a direct determinant of opinion [2].

Accordingly, emotions can be analyzed to be used in various applications such

as decision making, product enhancement, etc. However, it is almost impossible

to analyze emotions in a bulk of social media posts manually. Computational

analysis of emotions in social media posts such as Tweets has, therefore, become

a priority for the research community in recent years.

1https://developer.twitter.com/en.html
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Table 1.1: Example Tweets classified according to emotion

Emotion Tweet

Joy
Sharing first acrylic painting of Lord Buddha
on this auspicious day (1)

The #happiness and #joy from #harvesting these
#beautiful #tomatoes and #eggplant from #mygarden (2)

Sadness All you did was drown my heart in pain (3)
The new episode of game of thrones.. disappointed (4)

Anger Tired of scams model agencies (5)
Beware, I’m not in my greatest mood today.. angry (6)

Table 1.1 illustrates some randomly selected tweets containing emotions. Tweet

(1) shows the opinion of the author on a special day of a religion. Next, tweet

(2) indicates the happiness of the author of the garden harvest. Tweets (1, 2)

are typical examples for emotionally happy tweets. Words such as “pai” and “dis-

appointed” in tweets (3) and (4) are indicators of sadness. Emoji in tweet (5)

and hashtag (“#angry”) in tweet (6) indicates the author’s anger. Emoji, hash-

tags and individual words may not always reflect the true emotional state of the

content, however they may contribute in determining the overall emotion of a

tweet.

Figure 1.1: An emotion intensity example.

It is possible to determine emotions in tweets at different levels. The most

primal procedure of emotion identification is polarity analysis. More specifically,
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identification of positive, negative, or neutral nature of the affect in a tweet. A

more sophisticated technique to identify opinion is by identifying emotion cate-

gories associated with a tweet. A finer level of emotion identification is to asso-

ciate each emotion with a value showing the emotion intensity. Figure 1.1 illus-

trates a sample Tweet with associated emotion intensities. Each bar in Figure 1.1

represents the degree/intensity of emotion expressed in that sample Tweet.

1.1 Problem

The existing state of the art techniques to identify emotion lack the sufficient

accuracy and have limited capabilities to perform accurate prediction. List of

limitations of existing approaches:

∙ Contextual Meaning: Identify emotions/ emotional intensity when complex

relationships between words are observed.

∙ Implicit Emotion: Tweets may not always convey the feeling using explicit

emotional words like sad, angry happy etc.

∙ Emotion Intensity: Emotion may be expressed at different level of intensity

providing importance to some documents than other.

1.2 Motivation

Many natural language applications in social media analytics can benefit from

knowing both the category and intensity of emotion in a Tweet. For example, a

commercial customer satisfaction system would prefer to focus first on instances of

significant frustration or anger, as opposed to instances of minor inconvenience.

However, existing approaches lack the accuracy or have limited capabilities to

accomplish this task.

1.3 Research Objectives

The main objective of this research is to identify and develop a mechanism to

extract emotional information from Tweets and to summarize them for a set of
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Tweets. Our sub-objectives in this research are as follows:

∙ to develop a system to predict emotion categories existing in a Tweet under

different constraints

∙ to devise a methodology to identify intensity of a given emotion in a Tweet

∙ to identify a suitable method to summarize emotion information in Tweets

and to visualize them

1.4 Contributions

Following contributions were made during this study;

∙ Introduce a novel architecture for emotion classification that enables reuse

of the same neural network architecture for extraction of different features.

∙ Apply our novel architecture for implicit emotion emotion classification that

ranked in top ten (8) in WASSA 2018 Shared Task for Implicit Emotion

Classification [3].

∙ Introduction of simpler but effective models for emotion classification and

intensity prediction.

∙ Apply state-of-the-art interpretation models to visualize and explain deep

models for emotion intensity prediction.

∙ Develop an open-source platform for end-to-end emotion analysis for Tweets2.

2https://github.com/ysenarath/opinion-framework
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Chapter 2

LITERATURE SURVEY

Opinion mining is a renowned sub-field of Natural Language Processing (NLP)

that deals with the identification of opinion orientation from user-generated tex-

tual content [4]. Research areas in opinion mining include polarity classifica-

tion, sentiment intensity, emotion classification, and emotion intensity prediction

[5, 6, 7, 8].

Polarity classification is extensively studied in the past decade [5, 9, 10, 11]. It

deals with the identification of the positive, neutral, or negative nature of a doc-

ument. Additionally, sentiment can be measured using discrete value indicating

sentiment level or a real value indicating the sentiment intensity [6, 7]. However,

polarity detection fails at identifying finer details about the opinion expressed in

the text. We could use emotions as a finer and detailed alternative to polarity

detection.

Several psychological studies have identified sets of discrete emotions [12, 13].

Plutchik’s wheel of emotions indicated in Figure 2.1, provides a set of basic

emotions, variations of emotion with intensity and compound emotions formed

by mixing primary emotions. Eight basic emotions identified in the Plutchik’s

wheel of emotions are Anger, Anticipation, Disgust, Joy, Fear, Sadness, Surprise,

and Admiration. However, Ekman [12] identifies only six basic emotions: Anger,

Disgust, Fear, Joy, Sadness, and Surprise.

2.1 Emotion Classification

Emotion classification deals with assigning a set of emotions related to a docu-

ment from a predefined set of discrete emotions such as Plutchik’s basic emotions.

Earliest work on emotion classification was based on sentiment lexicons and man-

ually created features [8, 14]. A sentiment lexicon is a list of phrases or words with

associated sentiment orientation [15]. Liu et al. have utilized a database contain-
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Figure 2.1: Plutchik’s wheel of emotions
Source: https://de.wikipedia.org/wiki/Robert_Plutchik

ing background knowledge to identify the emotions in short text [8]. However,

the scalability of this approach is less since it depends on predefined emotion

lexicons and rules. Alm et al. [14] have introduced an emotion corpus (Alm’s

corpus) containing sentences in 185 children stories. Each annotator’s task was

to mark sentences with one of the extended set of basic emotions. However, in

Figure 2.1, we can identify that emotions are not strictly discrete. It is possible

to observe multiple emotions at once. Therefore, Alm’s corpus can be inaccurate

when there is more than one emotion in a sentence. Contrast to Liu et al. [8],

Alm et al. [14] has used machine learning model to identify emotions.

Mohammad et al. [16] introduced their multi-task twitter emotion corpus as

a competition at the International Workshop on Semantic Evaluation (SemEval)

2018. Emotion classification (E-c) was one task that was introduced. They have

considered emotions as a multi-label classification problem. Therefore, multiple
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Table 2.1: Results for systems evaluated on SemEval-2018 Task 1: Emotion
Classification dataset.

Model Features Evaluation Results (%)

Acc. Micro
F1

Macro
F1

NTUA-SLP [17]
Transfer weights from
- Neural network trained on Semeval-2017
Task 4A dataset [18]

58.8 70.1 52.8

TCS Research [19]

Lexicon Features
Transfer features from
- Sentiment Neuron [11]
- Multi-word-embedding Bi-LSTM
Attention Neural Network Model

58.2 69.3 53.0

PlusEmo2Vec [20]

Transfer features from:
- DeepMoji Model [21]
- Bi-LSTM classifier trained to predict emoji
clusters Emotional Word Vectors (EVEC)
Tweet specific features
Emotion correlation features
- Classifier Chain
- Regressor Model

57.6 69.2 49.7

emotions may be present in a single document. Table 2.1 shows the summary of

the best systems using dataset provided in [16].

[17, 19, 20] were all mainly based on transfer features. This has enabled the use

of models trained to solve one task to be used in solving another. Although [19]

try to incorporate multi-word-embedding models to create single word represen-

tation, the approach however is using incompatible mixture of word embeddings.

For example, emoji2vec [22] is expected to be used with Google News word2vec

[23] since emoji2vec is built on top of Google News word2vec, however they use it

with common crawl glove embedding with compatible size embeddings. Neither

they provide a reason for using glove embedding instead of word2vec nor experi-

mentally show that this method is better than using recommended word2vec.

Majority of the models on emotion classification relies on emotion word infor-

mation [8, 14, 16]. This is possible since emotion words such as “happy”, “angry”

and “sad” are explicitly mentioned in the text. However, emotion words may not

appear in the document at all. Therefore explicit emotion models may not be able

to predict implicitly expressed emotions. [24] has produced a dataset on implicit

emotion classification and released it as a competition task at Workshop on Com-
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Table 2.2: Comparison of system results for emotion annotations in [1]

Model Pearson Correlation (%) AverageAnger Disgust Fear Joy Sadness Surprise
SWAT [25] 24.51 18.55 32.52 26.11 38.98 11.82 25.42
UPAR7 [26] 32.33 12.85 44.92 22.49 40.98 16.71 28.38

putational Approaches to Subjectivity, Sentiment, and Social Media (WASSA)

2018.

[24] depended on sentence patterns to automatically label the dataset. For

example,

“I feel sad because I’m alone at Home” — Sentence (1)

If we remove word sad from the Sentence (1) indicated above, we get only

the reason for his/her sadness. Therefore, we can label this sentence with emo-

tion “sad” even after removing the explicit mention of word “sad” in the text.

The resulting sentence is “I feel [emotion] because I’m alone at Home”. Likewise

sentence patterns are used in [24] to automatically label the dataset.

2.2 Emotion Intensity Prediction

The first recorded work on automated emotion intensity detection is Strapparava

et al. [1]. It was introduced as a SemEval task to identify emotions and pos-

itive/negative nature (valance) in news headlines. Annotators were provided a

web interface to indicate the degree of emotion for each news headline using slide

bars. 250 headlines were annotated to be used as development dataset with an-

other 1000 headlines were used to test the results. The results of top two teams

are compared in Table 2.2. An obvious observation is that these systems lack

the performance in predicting the correct fine-grained emotion in comparison to

human annotations. This can be attributed to the low inter-annotator agreement

Pearson correlation scores described in [1].

8



Table 2.3: Emotion intensity models at WASSA-2017. Tick (3) mark is used to
indicate the use of given model or feature in the study.

Model Feature Types Regression Model Average Pearson
Score (%)WE AL NG N R S L E

Prayas [30] 3 3 3 3 74.7
IMS [31] 3 3 3 3 72.2
SeerNet [32] 3 3 3 3 3 70.8
UWaterloo [33] 3 3 3 3 3 3 3 68.5
IITP [34] 3 3 3 68.2

Neviarouskaya et al. [27] uses rule based approach to derive the emotion

category and the emotion intensity of a corpus containing sentences from blog

entries . However, they have not evaluated the estimated emotion intensity values.

A typical challenge in the annotation process used by [1] is the inconsistency.

It is highly unlikely that two annotators annotate the same emotion intensity

value for the same sentence. [28] provided a solution to this by asking the anno-

tators to choose the emotionally most intensive (best) and least intensive (worst)

tweets from four tweets selected from the corpus multiple times. This method of

annotation is called ‘Best - Worst Scaling (BWS)’ [29]. It has enabled them to

create a reliable dataset with higher consistency since it is likely for two people to

agree on similar best and worst instances from given set of options than providing

a independent value without looking at other instances. [28] has introduced their

dataset in a Shared Task on Emotion Intensity at WASSA-2017. Twenty one

teams participated Shared Task on Emotion Intensity WASSA-2017. Table 2.3

summarizes the top five systems and their final evaluation results. Feature types

indicated by 𝑊𝐸, 𝐴𝐿, and 𝑁𝐺 refers to word embedding (word represented as

vector), affective lexicons and N-grams accordingly. Regression models identified

by 𝑁 , 𝑅, 𝐿, 𝑆, and 𝐸 refers to Neural Networks, Random Forest (RF), linear

regression, Support Vector Regression (SVR) and ensemble.

Top performing system [30] uses a combination of multiple neural network

techniques in the final model. Fist is a Feed-forward Neural Network (FNN)

which takes in word2vec [23] and affect lexicon features to predict the intensity for

a given emotion.They trained an individual FNN for each emotion. A drawback
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of this approach is that this method cannot be used to share information between

emotions. Second technique is a neural network trained using Multi Task Learning

(MTL) where they try to improve the performance by combining datasets for

each individual emotion. Next, they use sequence model using (Convolutional

Neural Networks) CNNs and (Long-Short Term Memory) LSTM Networks to

predict the intensity of emotions. [30] provides the final prediction by taking the

weighted average of the individual techniques. Although [30] studies the effects of

using different neural network models extensively, they do not try to identify the

possibility of using features learned in other tasks such as emotion classification

in to emotion intensity prediction.

In contrast to [30], [31] combines neural network approach with traditional

machine learning techniques. [31] extends the vocabulary of affect lexicons by

training a FNN to predict the affect intensity using word embedding features.

Then they use affective lexicon features generated using above model for training

the sentence level model. Moreover, they use predictions of CNN-LSTM neural

networks as additional feature generators for the final prediction. Finally, they

concatenate all the features and train a random forest regressor to obtain final

emotion intensity.

In comparison to [30, 31], [33] does not use neural networks in their approach.

[33] has experimented with SVR, RF, AdaBoost and Bagging Regressor. After

validation they found that AdaBoost with XG-Boost as base estimator outper-

forms other approaches. Although, this method allows relatively easy interpre-

tation, it fails to capture complex features such as the sequence of the words

(order). Another drawback of this approach is that we have to manually engineer

the correct features.

The latest dataset in emotion intensity prediction is released as SemEval-2018

Task 1: Affect in Tweets by Mohammad et al. [16]. [16] extends work of [28] by

increasing the number of annotated tweets and and including other tasks such as

emotion classification and valance intensity. Table 2.4 summarizes the methods

and results of top performing systems.

A common observation from Table 2.4 is the use of transfer learning in all top

10



Table 2.4: Emotion Intensity regression models at SemEval-2018 Task 1: Affect in
Tweets. Model types indicated by characters 𝑁 , 𝑅, 𝑋, 𝑆, 𝐸 are Neural Network,
Random Forest, XG-Boost, SVR and Ensemble Methods respectively.

Model Features Model Type Average
Pearson

Score (%)
N R X S E

SeerNet [32]

Transfer features from:
- DeepMoji Model
- Skip Thoughts Vector
- Sentiment Neuron
- EmoInt

3 3 3 79.9

NTUA-SLP [17]

Transfer weights from
- Neural network trained
on Semeval-2017
Task 4A dataset

3 77.6

PlusEmo2Vec [20]

Transfer features from:
- DeepMoji Model
- Bi-LSTM classifier trained to
predict emoji clusters
Emotional Word Vectors (EVEC)
Tweet specific features

3 3 3 76.6

three models. Compared to the models in [28], models in [16] leverages the use

of domain adaptation/transfer learning. Although [32] uses features from pre-

trained neural networks, their methodology was based on traditional machine

learning techniques. They use XG-Boost and random forest regression to predict

the emotion intensity from feature vector collected from a pretrained model. Fi-

nally, they combine the results of each individual model using ensemble methods.

This approach fails to identify the relationships between features in pre-trained

models since feature vectors obtained from each pretrained model is used sepa-

rately to train individual models.
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Chapter 3

BACKGROUND

This section will describe the important techniques and tools that are used in

this study.

3.1 Artificial Neural Networks

Figure 3.1 represents the typical classification hierarchy of Machine Learning

(ML) techniques. In this study, classification and regression techniques were

used to classify emotions and predict emotion intensity respectively. Majority of

models were obtained after training deep neural networks.

Artificial Neural Networks (ANNs) are set of algorithms modelled after bi-

ological neural networks. Figure 3.2 illustrates an neuron, the basic unit of a

neural network. X1 to Xn indicates input to that given neuron while “f” indicates

the activation function. W0 is the bias of the neuron.

Figure 3.3 represents a three-layer neural network. Neurons in this neural

network are indicated by circles. Input neurons are prefixed with “I” in the

diagram. We identify that as the input layer. Neurons prefixed with “O” forms

the output layer. Layers in between input and output layers are referred to as

hidden layers. Connections in between the neurons provide the flow of data from

output of one neuron to the input of another.

Deep Neural Network is generally referred to artificial neural networks with

more than two layers. Figure 3.3 represents a deep neural network since it consists

a hidden layer.

When designing a neural network we have to choose set of hyper-parameters.

This includes the number of layers we are using, type of layer, type of activation

in neurons and number of neurons in each layer. This has to be carefully selected

since more complex neural networks can easily overfit the model while simple

networks may under-perform.
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Figure 3.1: Machine Learning Hierarchy

Figure 3.2: An isolated neuron

There are different types of ready-made neural network layers that we can

use in our implementations. These include Dense Layer/ Fully Connected Layer,

Convolutional Layer with Pooling, Recurrent Layers such as Long-short term

memory networks (LSTMs) and Gated Recurrent Units (GRUs).

3.2 Neural Network Layer Types

This section describes different neural network layer types that we have used in

our methodology.

3.2.1 Dense Layer

Dense layer has connections from every neuron in previous layer to every neuron

in dense layer. Important tunable parameters of dense layer are the number of

neurons and activation function.

13



Figure 3.3: A three layer Feed-forward Neural Network

3.2.2 Convolutional Layer

Convolutional layer performs convolution operation on the input and pass the

output to next layer. Figure 3.4 illustrates the convolution operation on a matrix.

Convolution layer is usually followed by a pooling layer that reduces the dimension

of the output of convolution layer. Convolutional layer enables automatic feature

extraction from the input features.

3.2.3 Recurrent Layers

Recurrent layers gives the ability model sequence features. Generally it is used

in identifying temporal features. However, it can also be used to model sequence

of words in a sentence. Figure 3.5 illustrates a unrolled recurrent neural network

architecture.

Repeating module in a RNN may have multiple layers depending on the type.

Figure 3.6a and Figure 3.6b show a basic RNN module with only one layer and a

LSTM module with four layers respectively. Although theoretically it is expected

that a simple RNN to work for a long sequence, practically it is incapable of

handling long sequences. However, LSTM [35] has the capability to handle longer

sequences.

14



Figure 3.4: Convolution operation on a matrix
Source: https://www.freecodecamp.org/news/an-intuitive-guide-to-convolutional-
neural-networks-260c2de0a050

Figure 3.5: Unrolled RNN Structure

3.3 Transfer Learning

[36] defines transfer learning as follows: Given a source domain 𝐷𝑆 and learning

task 𝑇𝑆 and a target domain 𝐷𝑇 and learning task 𝑇𝑇 , transfer learning aims to

improve learning of the target predictive function 𝑓𝑇 in 𝐷𝑇 using the knowledge

in 𝐷𝑆 and 𝑇𝑆, where 𝐷𝑆 ̸= 𝐷𝑇 or 𝑇𝑆 ̸= 𝑇𝑇 .

[37] describes four approaches to perform transfer learning and three different

settings under which transfer learning can occur. A summary of different strate-

gies for transfer learning is indicated in Figure 3.7. Table 3.1 shows the transfer

learning approaches identified in [37].
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(a) A simple RNN cell with single layer

(b) LSTM with four layers

Figure 3.6: Common RNN module types
Source: https://colah.github.io/posts/2015-08-Understanding-LSTMs

Table 3.1: Transfer Learning Approaches

Transfer Learning
Approach Description

Instance Transfer Re-weight and reuse labels in source domain
to be used in target domain training.

Feature Representation
Transfer

Identification of the best set of features that
minimizes the differences between source
and target domains.

Parameter Transfer Find shared parameters to be used in target
domain from a source domain model.

Relational Knowledge
Transfer

Creating a relational knowledge mapping
between source and target domain.
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Figure 3.7: Different Settings of Transfer Learning

3.3.1 Transfer Learning with Fine-tuning

In order to transfer weights, we need to obtain a neural network model trained to

solve a source task which has similarities to the domain of the target task. Then

we can use the weights in the source model to initialize a similar neural network

for the target task. Finally, we can train the neural network with the target

domain data while fine-tuning the pre-trained weights that were transferred from

the source model. Figure 3.8 indicates the high-level transfer learning process in

neural network. This approach to transfer learning is identified under parameter

transfer in [37].

Although this method will improve the performance of the target task using

a similar model to source task, the computation requirement will be higher than

training a separate model since generally the pretrained models have large number

of parameters. Some examples for pretrained models that can be fine-tuned

includes DeepMoji [21] and BERT [38].
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Figure 3.8: Transfer learning with Fine tuning

3.3.2 Transfer Learning with Fixed Model

Transfer learning with fixed model can be achieved by transferring only the fea-

tures obtained from a pre-trained model. We can perform this by obtaining the

output of a neural network layer (or even a single neuron). One advantage of

using this approach over transferring the weights is that we can even use a simple

neural network or traditional machine learning techniques such as SVM, Random

Forest, and XG-Boost to train a model for the target task. This approach to

transfer learning is classified under feature representation transfer in [37]. Fig-

ure 3.9 shows the main process.

Word Embedding models such as Word2vec [23], GLOVE [39], FastText [40]

are commonly used to initialize word embedding layer of neural networks. These

are the most common fixed model transfer features used in many neural network

architectures in natural language processing tasks.
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Figure 3.9: Transfer learning with Fixed Model

3.4 Word Embedding

Word embedding is a term used to identify the models that map word to a numer-

ical vector representation. Multiple word embedding models has been introduced

in the past. Among them Word2vec, Glove, and fastText takes a prominent place.

3.4.1 Word2vec

Word2vec is a neural word embedding model trained to predict either a word from

the context (continuous bag of words) or the context from a word (continuous skip

gram) in a sentence [23]. Word representation of a particular word is based on

the hidden layer. It was identified that continuous skip gram models outperform

continuous bag of words in multiple tasks and even has the ability to accurately

represent infrequent words.

3.4.2 Glove

Glove [39] is an non neural based alternative to word2vec. Unlike word2vec Glove

is obtained by optimizing word embeddings to represent individual words in the
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context. It optimizes the Function 3.1 where 𝐴, and 𝐵 are words in Corpus 𝐶

and 𝐶𝑜𝑢𝑛𝑡(𝐴,𝐵,𝐶) is the count of words 𝐴 and 𝐵 appearing together (in some

context window) in a corpus 𝐶.

𝑣𝑒𝑐𝑡𝑜𝑟(𝐴) · 𝑣𝑒𝑐𝑡𝑜𝑟(𝐵) = 𝐶𝑜𝑢𝑛𝑡(𝐴,𝐵,𝐶) (3.1)

3.4.3 FastText

FastText [40] performs the model training similar to Word2vec. However, in-

stead of using words in a sentence as the base units, it uses character n-grams.

Therefore, fastText has the ability to predict the embedding for previously unseen

words (words that were not available during training).

3.5 Cross Validation

Cross Validation (CV) is a technique used to evaluate the performance of classi-

fiers/ regressor. Once the model has been trained using some dataset, the same

dataset can’t be used to evaluate the same model since the model can repeat what

it has seen in the dataset without the capability to predict for new instances cor-

rectly. This is referred to as over-fitting in machine learning.

K-Flod is a basic form of cross validation. In K-Fold cross validation , we

divide the dataset into k sections/folds and use each fold at a time as testing set

while using other folds to train the model. Figure 3.10 illustrates this process.
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Figure 3.10: Cross validation iterations
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Chapter 4

METHODOLOGY

This chapter explains the methodology used in this study to solve the emotion

analysis problem. Figure 4.1 illustrates the approach used in this study. Since

emotion analysis in general is broad topic, this chapter is divided in to three sec-

tions based on the achieved sub-objective. Section 4.1 describes the approaches

used to extract the emotion category from tweets with implicit emotions. Sec-

tion 4.2 provides the method used in predicting emotion intensity of tweets.

Figure 4.1: Approach used in this study for emotion analysis

4.1 Implicit Emotion Classification

Figure 4.2 depicts the overview of the implicit emotion classification system. It

indicates a novel architecture based on concepts of both transfer learning and

ensemble learning. Algorithm 15 shows the algorithm for training the implicit

emotion classifier model. The algorithm takes the preferred classifier and training

data as input.
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Algorithm 1 Algorithm for Training Implicit Emotion Model
1: function TrainImplicitEmoClf(𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟, 𝑡𝑤𝑒𝑒𝑡𝑠, 𝑙𝑎𝑏𝑒𝑙𝑠)
2: 𝑡𝑤𝑒𝑒𝑡← PreprocessTweet(𝑡𝑤𝑒𝑒𝑡)
3: 𝑋 ← List()
4: for all 𝑡𝑤𝑒𝑒𝑡 ∈ 𝑡𝑤𝑒𝑒𝑡𝑠 do
5: for all 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 ∈ 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 do
6: 𝑥← List()
7: if 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 typeOf 𝑀𝑜𝑑𝑒𝑙 then
8: 𝑚𝑜𝑑𝑒𝑙← getModel(𝑓𝑒𝑎𝑡𝑢𝑟𝑒)
9: 𝑓 ← 𝑚𝑜𝑑𝑒𝑙.predict(𝑡𝑤𝑒𝑒𝑡)

10: append 𝑓 to 𝑥
11: else
12: 𝑓 ← extractFeature(𝑓𝑒𝑎𝑡𝑢𝑟𝑒, 𝑡𝑤𝑒𝑒𝑡)
13: append 𝑓 to 𝑥

14: append 𝑥 to 𝑋

15: return 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟.train(𝑋, 𝑙𝑎𝑏𝑒𝑙𝑠)

4.1.1 Tweet Pre-processor

The task of tweet pre-processor is to convert the tweet to a machine understand-

able format. This includes changes to the tweet text as well as the representation

of tweet in vector space so that it could be understood by machine learning al-

gorithms.

First, we replace Uniform Resource Identifiers (URIs) in tweet with a common

format. This will alter all occurrences of various links as one type to the classifier.

Mentions in tweets like "@someone" is replaced with a unique identifier to prevent

bias against names. Additionally, new lines are marked with special tokens before

passing to the tokenizer to prevent invalid tokenization.

Tokenization is performed to the tweets processed with above changes. This

process splits the words in the tweet in the appropriate manner. We have used

TweetTokenizer 1 to tokenize the text. Additionally, we evaluated our system

using a dictionary based tokenizer.
1https://www.nltk.org/api/nltk.tokenize.html
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Figure 4.2: Overview of the implicit emotion classification architecture

4.1.2 Models

We experimented with deep learning classifiers FNN, CNN, RNN and their com-

binations to improve the performance of classification.

Figure 4.3 shows the high level architecture of the FNN we used in the exper-

iments. The CNN model used in evaluations is architecturally similar to static

multi-channel variant experimented by [41]. Furthermore, We used a LSTM based

RNN to model a implicit emotion classifier. Additionally, we combined LSTM

layer with convolutional layer to form LSTM-Conv network and Conv-LSTM net-

work. In LSTM-Conv network the convolution layer follows LSTM layer while in

Conv-LSTM convolution layer precedes LSTM layer. Figure 4.4 shows high level

architecture of LSTM-Conv network.
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Algorithm 2 Algorithm for Tweet Preprocessing
1: function PreprocessTweet(𝑡𝑤𝑒𝑒𝑡)
2: 𝑥← 𝑡𝑤𝑒𝑒𝑡
3: for all 𝑢𝑟𝑙 ∈ 𝑡𝑤𝑒𝑒𝑡 do
4: replace 𝑢𝑟𝑙 in 𝑥 by ‘http://url.removed’

5: for all 𝑚𝑒𝑛𝑡𝑖𝑜𝑛 ∈ 𝑡𝑤𝑒𝑒𝑡 do
6: replace 𝑚𝑒𝑛𝑡𝑖𝑜𝑛 in 𝑥 by ‘@USERNAME’

7: replace ‘NewLineChar’ in 𝑥 by ‘__newline__’
8: 𝑥← 𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒(𝑥)
9: return 𝑥

Figure 4.3: FNN used as as final implicit emotion classifier

4.1.3 Feature Extraction

A number of techniques have been developed to extract features for the classifier,

some of which are trained on the dataset in order to create features explicitly. The

most basic feature unit is the words. We used words to obtain the Word Vectors

from multiple word embedding models trained on different corpses. Although

our best performing system was based on word embeddings we developed and

evaluated other features as well. In this section we will describe all the features

that we have tried out.

Word Embedding: Table 4.1 summarizes all of the word embedding models

we used in our implementation. It illustrates the word embedding techniques and

the dataset it is trained on and its specific features as well. Additionally, it

provides an identifier which we will be using to identify that word embedding

in the next sections. Tweets can be represented as a word vector using the

word2vec approach [23]. GW2V has been obtained by training Word2vec on part
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Figure 4.4: High-level LSTM-Conv Network Architecture

Abbr. Model Corpus Corpus Size Dim
TW2V Word2Vec Twitter 400M tweets 400

GW2V Word2Vec Google
News 100B words 300

WFT fastText Wiki 16B tokens 300

WSFT fastText Wiki
Subword 16B tokens 300

TGv Glove Twitter 2B tweets 200
E2V Word2Vec Twitter 1661 emoji 300

Table 4.1: Embedding Models used in Experiments

of Google News dataset2. Similarly, [42] has provided a word2vec model trained

on twitter dataset (TW2V3). Furthermore, fastText [43] models are trained on

trained on UMBC web-base corpus and statmt.org news dataset with and without

sub-word information (WSFT and WFT)4 [44]. Glove [39] embedding (TGv) has

been trained on twitter corpus containing two billion tweets5. [22] has released

emoji2vec (E2V)6 a pre-trained embedding model for all Unicode emoji. Intended

means of using E2V is as an extension to GW2V.

DeepMoji Features: DeepMoji [21] provides a pretrained model by training

a Bi-LSTM attention network to predict emoji from tweet text. Here, we extract
2https://code.google.com/archive/p/word2vec/
3https://www.fredericgodin.com/software/
4https://fasttext.cc/docs/en/english-vectors.html
5https://nlp.stanford.edu/projects/glove/
6https://github.com/uclmr/emoji2vec
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the features from attention layer of the model.

Context Embeddings: Context embedding is one of the common proce-

dures for determining the embeddings for missing words based on the context.

Context2vec can generate embedding for a target (missing) word provided the

context [45].

Lexicon Features: [46] provides an extensive list of emotion and sentiment

lexicons in AffectiveTweets 7 package.

Transfer Features: Features generated by training a neural classifier on

the training dataset, obtained from the last layer (layer before the output later).

Deep Learning models identified in Section 4.1.2 were used to extract features.

4.2 Emotion Intensity Prediction

Our emotion intensity prediction module is composed of several sub-modules.

Figure 4.5 illustrates the overview of emotion intensity prediction module. This

module is composed of Emotion Category Classifier Unit (ECCU) and Emotion

Intensity Predictor Unit (EIPU) as feature generators for the final emotion in-

tensity prediction module (EITL-Emotion Intensity Transfer Learning).

4.2.1 Tweet Pre-processor - Emotion Intensity Module

The tweet pre-processor used for predicting emotion intensity is different from

the implicit emotion classification which was discussed in Section.

4.2.2 Models - Emotion Intensity

Emotion Category Classification Unit (ECCU):

Figure 4.6 depicts the architecture of ECCU sub-module. It is architecturally

similar to LSTM-CNN module identified in Section 4.1.2. However, instead of

using multiple channels we used single channel with fixed filter size.
7https://github.com/felipebravom/AffectiveTweets
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Figure 4.5: Overview of emotion intensity prediction architecture

Emotion Intensity Prediction Unit (EIPU):

The deep learning architecture used in EIPU is similar to that of ECCU. How-

ever, several changes were made to the architecture to make it compatible with

emotion regression instead of classification. First modification is the replace-

ment of the last layer of ECCU with a single Sigmoid neuron layer in place of

multi-neuron layer that predicts the presence of each of emotion. Additionally,

we created separate models that predict intensity of each emotion to support

multiple emotions.
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Figure 4.6: Recurrent-Convolutional Neural Network

Emotion Intensity Transfer Learning (EITL):

Figure 4.7 shows the high-level representation of EITL module. EITL module is

composed of two parts:

1. Feature Extraction

∙ ECCU features: Union of features from the output of max pooling

layer (𝑣0) and Sigmoid layer (𝑣𝑒) of ECCU model.

∙ EIPU features: Union of features from the output of max pooling

layer (𝑣0) and Sigmoid layer (𝑣𝑒) of EIPU model.

∙ DeepMoji features: Union of features from attention layer and soft-

max layer of pre-trained DeepMoji model [21] 8.

∙ Sentiment Neuron: Features from pre-trained unsupervised senti-

ment neuron model 9 [11].

2. Regression with XG-Boost

∙ We use XGBoost [47] regressor as the target predictive function
8https://github.com/bfelbo/DeepMoji
9https://github.com/openai/generating-reviews-discovering-sentiment
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Figure 4.7: Emotion Intensity Regression - EITL Module
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Chapter 5

EVALUATION

This chapter explains the evaluation process and the results of models identified

in Section 4. This chapter is divided in to two sections. Section 5.1 describes

the datasets and evaluation procedure of implicit emotion classification module.

Section 5.2 provide the datasets and evaluation of emotion intensity prediction

module and its sub-modules.

5.1 Implicit Emotion Classification

In this section, we show evaluations of the models identified in Section 4.2.

5.1.1 Dataset

We used IEST: WASSA-2018 Implicit Emotions Shared Task 1 dataset to train

and evaluate the models [24]. This dataset is composed of tweets obtained from

the web containing the expression ‘<Emotion-Word> (that|because|when)’,

where ‘<Emotion-Word>’ indicates a word identifying an emotion from Ekman’s

six basic emotions [12]. Table 5.1 shows the basic emotions and words used to

identify the emotions.

The <Emotion-Word> was then removed from the extracted tweets and

replaced with a marker for the position of the emotion word. Each tweet was

them labelled with the emotion category related with the removed emotion word.

Some examples from the dataset are:

∙ “It’s TRIGGER_WORD when you feel like you are invisible to others.”

(Emotion: Sad)

∙ “I’m kinda TRIGGER_WORD that I have to work on Father’s Day.” (Emo-

tion: angry)
1http://implicitemotions.wassa2018.com/
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Table 5.1: Emotion words used when collecting Tweets

Emotion Abbr. Synonyms
Anger A angry, furious
Fear F afraid, frightened, scared, fearful
Disgust D disgusted, disgusting
Joy J cheerful, happy, joyful
Sadness Sa sad, depressed, sorrowful

Surprise Su surprising, surprised, astonished,
shocked, startled, astounded, stunned

Table 5.2: Distribution of the Implicit Emotion Dataset

Emotion Train Dev Test
Anger 25562 1600 4794
Disgust 25558 1597 4794
Fear 25575 1598 4791
Joy 27958 1736 5246
Sadness 23165 1460 4340
Surprise 25565 1600 4792
Sum 153383 9591 28757

Table 5.2 shows the distribution of labelled tweets in the dataset.

5.1.2 Experimental Setup

This section holds the details on experimental setup of the best model from the

models identified in the Section 4.1.

Table 5.3 shows the optimized hyper-parameters for LSTM-CNN model train-

ing. A combination of manual and tool based hyper-parameter optimization was

Table 5.3: Network Parameters for LSTM-CNN

Section Parameter Value
LSTM Num. of units 250

CNN Num. of filters 350
Kernel Sizes 2, 3, 5

Pooling Method Max

Dense Layer Num. of units 50
Activation ReLU

Output Layer Num. of Units 6
Activation Softmax
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Table 5.4: Network parameters for FNN

Section Parameter Value

Hidden Layer 1 Num. of Units 50
Activation ReLU

Hidden Layer 2 Num. of Units 25
Activation ReLU

performed. We used Tree of Parzen Estimators (TPE) [48] to optimize param-

eters of LSTM-CNN model. However, a long time was required to optimize

hyper-parameters using this method due to large dataset size and complexity of

the neural network. Therefore, we adopted a manual hyper-parameter optimiza-

tion method in the later part of the study. Hyper-parameter optimization was

based on the results on the development (Dev) subset of the dataset.

We used categorical cross-entropy between the ground truth and predicted la-

bels to optimize the neural network parameters. Parameter optimization is done

by back propagation with mini-batch gradient descent. We used batch size of 256

and trained the network for five (5) epochs. To prevent overfitting, we used a

dropout layer with rate 0.2 before the last dense layer. To improve the perfor-

mance of the optimization algorithm we used Adam optimization algorithm [49].

Table 5.4 illustrates the network-configuration for the FNN. We used training

parameters similar to that of LSTM-CNN when training the FNN. However, we

had to apply dropout layers with dropout rate 0.5 after each dense layer to prevent

overfitting. We extracted the features from LSTM-CNN models trained to predict

emotions with different word embeddings. The best set of features were obtained

when the models were initialized with embeddings: TW2V, GW2V + E2V and

WFT.

5.1.3 Results

We measure the impact of using different word embeddings to train the LSTM-

CNN models in our first set of experiments. Table 5.5 shows the results of our

experiments with LSTM-CNN. Although we trained the models with only train

data when evaluating with the trial set, we combined the train set and trial set
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Table 5.5: Evaluation of LSTM-CNN for different word embeddings

Abbr. Features Trial Set (%) Test Set (%)
Macro

Precision
Macro
Recall

Macro
F1

Macro
Precision

Macro
Recall

Macro
F1

M𝑇𝑊2𝑉 TW2V 65.9 65.5 65.5 67.1 67.0 67.0
M𝐸2𝑉 GW2V+E2V 63.7 63.6 63.6 65.6 65.1 65.2
M𝐺𝑊2𝑉 GW2V 64.4 62.6 62.9 65.4 63.7 63.8
M𝑊𝐹𝑇 WFT 65.3 64.1 64.3 65.5 65.1 65.2
M𝑊𝑆𝐹𝑇 WSFT 62.5 62.0 62.0 63.9 62.2 62.5
M𝑇𝐺𝑣 TGv 63.4 63.2 63.2 63.9 63.9 63.9
Baseline (MaxEnt Classifier) 60.1 60.1 60.1 - - 59.8

Table 5.6: Results of FNN for best feature combinations

Features Macro
Precision (%)

Macro
Recall (%)

Macro
F1 (%)

F(M𝑇𝑊2𝑉 )
⊕ F(M𝐸2𝑉 )

68.0 67.8 67.8

F(M𝑇𝑊2𝑉 )
⊕ F(M𝑊𝐹𝑇 )

67.9 67.8 67.8

F(M𝐸2𝑉 )
⊕ F(M𝑊𝐹𝑇 )

67.1 66.7 66.8

F(M𝐸2𝑉 )
⊕ F(M𝑇𝑊2𝑉 )
⊕ F(M𝑊𝐹𝑇 )

68.3 68.1 68.1

Baseline - - 59.8
Amobee [50] - - 71.5

to obtain models for the test set evaluations.

Table 5.6 provides results of the FNN models trained using features extracted

from LSTM-CNN models. ‘⊕’ represents vector concatenation operation and

𝑓(𝑀, 𝑡𝑤𝑒𝑒𝑡) is a function that maps a 𝑡𝑤𝑒𝑒𝑡 to a set of features using model 𝑀

by extracting features from the last dense layer of the model. We have removed

𝑡𝑤𝑒𝑒𝑡 argument from 𝑓(𝑀, 𝑡𝑤𝑒𝑒𝑡) in Table 5.6 when representing. We performed

the evaluations with the three best performing LSTM-CNN models: 𝑀𝑇𝑊2𝑉 ,

𝑀𝑊𝐹𝑇 and 𝑀𝐸2𝑉 . We excluded 𝑀𝐺𝑊2𝑉 for this analysis because 𝑀𝐸2𝑉 includes

word vectors in 𝑀𝐺𝑊2𝑉 .
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5.1.4 Discussion

We can observe similar performance changes across the trial-dataset and test-

dataset for the different models that we have experimented from Table 5.5. Ad-

ditionally, we can observe a similar or improved performance on test-dataset

compared to the results on the trial-dataset. Word2vec trained on Twitter cor-

pus provided the best performance because it contains word vectors for in-domain

words. Moreover, we observe an improvement when we expand the vocabulary

of 𝑀𝐺𝑊2𝑉 with Emoji2Vec. Therefore, we can presume the importance of emoji

for the implicit emotion classification models. Furthermore, we can infer that the

sub-word information provided by the embeddings are not essential for the im-

plicit emotion classification by observing the performance of 𝑀𝑊𝐹𝑇 and 𝑀𝑊𝑆𝐹𝑇 .

We can observe that the models in Table 5.5 outperforms the baseline model

demonstrating the capacity to model tweets with implicit emotions. The base-

line model is a maximum-entropy classifier with L2 regularization. The baseline

classifier was trained with boolean features extracted from unigrams and bigrams.

The performance of FNN models identified in Table 5.6 is better than individ-

ual model shown in Table 5.5. Table 5.6 reveals that the combination of features

from 𝑀𝑇𝑊2𝑉 and 𝑀𝐸2𝑉 provides a better performance. The system performs

best when we combined th features from 𝑀𝑇𝑊2𝑉 , 𝑀𝐸2𝑉 and 𝑀𝑊𝐹𝑇 models.

5.2 Emotion Intensity Prediction

This section presents the datasets, experimental setup, results and analysis for

the emotion intensity prediction models.

5.2.1 Dataset

Emotion intensity prediction was based on two main sub-modules: ECCU and

EIPU. ECCU was trained and evaluated on dataset from SemEval-2018 Task 1:

Affect in Tweets for Emotion Classification (E-c) task[16]. EIPU was trained and

evaluated on the SemEval-2018 Task 1: Affect in Tweets for Emotion Regression

(EI-reg) dataset.
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Table 5.7: The number of tweets in the SemEval-2018 Affect in Tweets Dataset

Task Train Dev Test Total
E-c 6,838 886 3,259 10,983
EI-reg
anger 1,701 388 1,002 3,091
fear 2,252 389 986 3,627
joy 1,616 290 1,105 3,011
sadness 1,533 397 975 2,905

Each tweet in emotion classification dataset is annotated for presence/absence

of 11 emotions. List of annotated emotions are: anger, anticipation, disgust,

fear, joy, love, optimism, pessimism, sadness, surprise, trust. Table 5.7 shows the

statistics for the emotion classification (E-c) and Emotion intensity regression

datasets (EI-reg).

5.2.2 Experimental Setup

We identified set of best parameters for ECCU, EIPU and EITL models by eval-

uating the model with the development (Dev) set of the datasets and cross val-

idation. Table 5.8 indicates the hyper-parameters and training parameters used

in training the ECCU, EIPU models. Table 5.9 shows the training parameters

and the features used in the EITL model.

The embedding layer was initialized with Twitter specific word2vec published

in [17]. We maintain the original word embedding by preventing the training

algorithm from fine-tuning the word embedding layer. We used categorical cross-

entropy loss and mean squared error as loss function when training ECCU and

EIPU respectively. Adam optimizer is used since it can generate better results

fast. The hyper-parameters for training the proposed network was based on

results on validation dataset provided in SemEval Task [16].

5.2.3 Results

Table 5.10 indicates the performance score for classification model using accuracy,

micro F1 and macro F1 scores. We clearly see that ECCU outperforms the
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Table 5.8: Model and training hyper-parameters for ECCU and EIPU models.
*Number of epochs for Anger emotion intensity model is 40 while for all other
emotions we used 15.

Parameter ECCU EIPU
LSTM

Units 128 64
Dropout Rate 0.5 0.8

Convolutional Layer
Filters 128 64
Kernel size 2 2
Padding Same Same
Activation ReLU ReLU

Dropout Layer
Rate 0.5 0.8

Last (Dense) Layer
Activation Sigmoid Sigmoid

Training
Number of Epochs 10 15/40*
Batch Size 8 8

benchmark system and a random baseline. Here we obtained random baseline

results by a system that randomly guesses the prediction.

In Table 5.11 we compare our models against existing systems and three strong

baselines. We obtained the baseline results from NTUA-SLP [17]. The first base-

line is the unigram Bag-of-Word (BoW) model with TF-IDF weighting. Sec-

ond baseline is the Neural BoW (NBoW) model, constructed by averaging the

word2vec embedding of words in a Tweet. Last baseline is similar to NBoW

Table 5.9: Parameters used for training EITL model. C1 indicates parameters for
Anger, Joy, Sadness emotion intensity models. C2 indicates training parameters
for Fear emotion intensity prediction model.

Parameter/Feature C1 C2
Features

DeepMoji features 3 3

Sentiment Neuron 3 3

ECCU features 3 3

EIPU features 3 7

Max Depth 2 5
Learning Rate 0.01 0.01
# of Estimators 400 300
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Table 5.10: Performance scores for ECCU compared with the benchmark systems.
The marker † indicates the benchmark [17].

Model Accuracy
(Jaccard)

F1
(Micro)

F1
(Macro)

ECCU 58.63 71.92 52.8
NTUA-SLP† 57.88 70.1 52.8
Random Baseline 18.5 30.7 28.5

Table 5.11: Performance scores of emotion intensity prediction models. The
marker † indicates the benchmark [51] and * indicates results obtained in [17]

Model Pearson Correlation AverageAnger Fear Joy Sadness
EIPU 76.45% 67.08% 72.10% 68.95% 70.83%
EITL 82.16% 78.67% 78.42% 79.99% 79.81%
SeerNet† 82.70% 77.90% 79.20% 79.80% 79.90%
NTUA-SLP* 78.20% 75.80% 77.10% 79.80% 77.70%
BoW 52.49% 52.27% 57.16% 47.21% 52.28%
NBoW 65.39% 63.18% 63.55% 63.05% 63.79%
NBoW+A 65.60% 63.59% 63.84% 63.41% 64.11%

except it has extra 10-dimensions in the embedding with affective information

(NBoW+A). Aforementioned features are used as inputs to an SVM with C=0.6

to obtain the baselines.

5.2.4 Discussion

We observe that our neural model (EIPU) outperforms the baselines with sub-

stantial performance improvement. Moreover, we see that our proposed transfer

learning model outperforms the existing state of the art models for two emo-

tions: fear and sadness while maintaining competitive results over other emo-

tions. Additionally, we clearly exceed the NTUA-SLP [17], the second best sys-

tem at SemEval 2018 EI-reg sub-task of Emotion in Tweet task. However, EIPU

did not perform well with respect to the transfer learning based models in Ta-

ble 5.11. This behaviour can be attributed to the extra information provided

through transfer learning.

Table 5.12 shows the word-level importance of the emotion intensity predic-

tion of EIPU model. Here, columns represented by letters 𝐸, 𝐴 and 𝑃 represents
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Table 5.12: Examples for word level importance heat-map visualizations.

E Tweet A P

A 0.563 0.556

A 0.697 0.690

F 0.620 0.610

F 0.625 0.576

J 0.547 0.537

J 0.656 0.647

S 0.731 0.723

S 0.636 0.6277

A 0.848 0.505

A 0.813 0.425

F 0.911 0.562

F 0.913 0.578

J 0.955 0.668

J 0.828 0.560

S 0.696 0.360

S 0.786 0.454
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emotion category, true emotion intensity and predicted emotional intensity re-

spectively. Characters 𝐴, 𝐹 , 𝐽 and 𝑆 in column 𝐸 corresponds to emotions

Anger, Fear, Joy and Sadness. The predicted emotion intensity of tweets above

the double-line separator is closer to the actual value while the difference be-

tween the actual and predicted is significantly higher for the tweets below that

separator.
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Chapter 6

Twitter Emotion Analysis Platform

This section will layout the architecture and details of the emotion summarization

and visualization platform. Figure 6.1 shows the high-level architecture of web

based solution to emotion summarization and visualization. Here, we have a

end to end platform for emotion visualization from collection of tweets using

Tweet API using a keyword to summarization and emotion intensity distribution

visualization through box-plots and bar charts.

Figure 6.1: High-level Architecture of Emotion Visualization/Summarization Ar-
chitecture

Emotion Information Extraction unit in Figure 6.1 performs language identi-

fication to check whether it complies with the language of the model (English).

If they match, the emotion intensity of each emotion is calculated and stored in

the database.
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Figure 6.2: Emotion visualization and summarization platform

Figure 6.3: Individual emotion intensity visualization with the visualization plat-
form

Figure 6.2 shows our emotion visualization platform at work. Here user has

searched for the emotion summary for all tweets in "Sad" corpus that was ini-

tialized by obtaining tweets containing "sad" using Twitter corpus. Additionally,

Figure 6.3 illustrates a screen-shot of this platform showing individual emotion

intensity of tweets in a corpus.
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Chapter 7

CONCLUSION

In this research, we were able to analyze the Tweet emotion extraction process

comprehensively. As a result, we were able to create an end to end emotion

analysis system that identifies emotions and associated emotion intensities of a

tweet.

We recognized the identification of implicit emotions as a central challenge in

the emotion analysis process. In the initial phase of this study, we introduce a

novel architecture for implicit emotion classification that enables reuse of the same

neural network architecture for extraction of different features. We combined two

popular deep learning architectures, CNN and RNN in a single neural network

to create the basic neural network. Similarly, we create multiple copies of this

network and train them using the same dataset while changing the underlying

word embedding model. The results show that individual neural network models

outperform the maximum entropy baseline classifier trained with unigram and

bi-gram features. These results suggest that our neural networks were able to

identify better features for implicit emotion classification. Then, we used transfer

learning to transfer features identified when training individual neural network

models and use a second neural network to make the final classification. We use

a Feed-forward Neural Network (FNN) as the final classifier since we do not need

a complex feature extraction process. The improved results of FNN reveal that

differences between initial word embedding models used in training basic neural

networks contributed in extracting some distinct features.

We studied emotion intensity prediction in the second phase of our research.

We used a neural network that is architecturally similar to the basic neural net-

work we used for implicit emotion classification. Moreover, we trained a similar

neural network for classifying emotions in general. Additionally, we identified

two popular pre-trained models used in sentiment classification, and emoji classi-
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fication for feature transferring. We trained secondary XG-Boost regressor with

combined features from emotion intensity predictor, emotion classifier, sentiment

classifier, and emoji classifier to obtain the final emotion intensity prediction. The

evaluation shows that our transfer learning approach outperforms existing sim-

ilar systems on two emotions. Furthermore, our emotion classifier outperforms

existing systems for emotion classification.

Finally, we created an end to end emotion analysis platform using the models

that we have created. Keywords serve as the input to the system. The system

will initiate a task that requests Tweets containing the input keyword using the

Twitter API. We can query for Tweets and obtain the intensity of emotions for

each resulting Tweet and the summary of emotion intensity for each emotion.

7.1 Future Work

In the future, we will try to extend the emotion analysis process for conversations.

Currently, we target the analysis of tweets individually. However, related tweets

such as replies can provide additional information to predict emotions accurately.

Our system is capable of predicting emotion intensity of four emotions: Anger,

Fear, Joy, and Sadness. However, there are eight primary emotions identified in

[13]. Therefore, we can widen the scope of our system to analyze other emotions

by expanding the dataset.

Furthermore, we would like to adopt this platform to analyze low resource

languages such as Sinhalese and Tamil. Our current work on emotion analysis

for such languages is at the preliminary stages.
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