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Abstract 
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Today's demand for various applications like voice, data and real time video etc., are 

increasing in the consumer market and stakeholders mostly expect all services from a 

service provider. The tremendous growth in ICT adds more users and also traffic 

adds another dimension. NGN is expected to be the emerging IP network to transport 

converged services and MPLS and MPLS- TE plays an important role in this context. 

These new applications have increased demand for guaranteed bandwidth in the 

limited backbone capacity in the provider's network and the challenge is to provide 

differentiated class of services with required QoS and also to produce SLA 

performance reports to the end users when requested. Due to numerous benefits such 

as guaranteed end to end QoS, link protection and efficient use of core bandwidth 

MPLS- TE is being recognized and becoming popular among service providers. TE 

enables service providers to route network traffic in such a way that they can offer 

the best service to their users in terms of throughput and delay. 

 

In this research MPLS- TE approach is used to implement end to end QoS for 

prioritized services and a SLA program is developed using SNMP to produce end to 

end reports on critical performance metrics like delay, round trip time, jitter and 

application aware services to customers. The study also investigates the process of 

steering traffic across the MPLS/IP core backbone to facilitate efficient use of 

available bandwidth between a pair of backbone routers to ensure the required 

service levels. Hence in a multilink environment where many links are available for 

routing we can avoid the shortest paths being congested. Since network can have 

different types of packets; packets were generated and marked based on DSCP for 

QoS which were routed in different TE tunnels in a lab environment. The lab results 

showed that, using, TE tunriels constrained routing can provide explicit paths to 

required destinations regardless of the paths calculated by the routing protocols thus 



  

bandwidth efficiency can be achieved in the core while ensuring end to end QoS for 

critical applications for a given IP SLA. Also, results obtained by the SLA program 

from a live operational network were acceptable in providing SLA performance 

reports. 
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Chapter 1 

Introduction 

1.1 Background and Motivation of the Thesis 

Today's market trend severely push Telecom Operators to undergo a transforn1ation of 

their existing network infrastructure to an "all-Internet Protocol (IP)" transport service 

environment to meet the demand for Next Generation Networking (NGN) for the next 5 to 

10 years. The general idea behind NGN is that one network transports all information such 

as services like voice, data, and all sorts of media such as video by encapsulating these 

into packets. NGN is a packet based network which able to provide services including 

telecommunication services and able to make use of multiple Quality of Service (QoS) 

enabled broadband transport technologies and in which service-related functions are 

independent from underlying transport-related technologies. NGN is based on Internet 

technologies including IP and Multiprotocol Label Switching (MPLS). 

"Ali-IP" network transition and evolution to new services and its widespread usc of IP 

pose new challenges for network operations like network dimensioning, planning, and 

engineering. Operators have to rapidly deploy new services on a converged network, 

making ensure for the QoS for given Service Level Agreement (SLA). These data-oriented 

new services generate a wide variety of traffic profiles, characterized by dynamics on a 

broad time-scale. These different classes of traffic have to be classified based on available 

QoS architectures to ensure service delivery at the same time maximizing network 

resources. One of the promising ways to achieve this is to use MPLS-TE with 

differentiated services (DiffServ) [ 1] and these services can be specified with multiple 

parameters based on per hop behavior (PHB) specified at each router. The main reason to 

provide differentiated services is to safe guard higher premium or platinum service 

customer traffic even under network congestion. Two major categories proposed by IETF 

for DifiServ [ 19] are assured forwarding (AF) and expedited forwarding (EF). 



The standardization of DiffServ over MPLS-TE has been carried out by IETF [ 1-51 and 

several similar researches have been done in this area. Some ofthese are described below. 

1. MPLS and TE in IP Networks - Rapid growth and increasing requirement for 

service equality, reliability and efficiency have made traffic engineering as 

essential consideration in the design and operation of a large Internet backbone 

networks. Internet TE addresses the issue of perforn1ance optimization of 

operational networks and discusses the applications of MPLS to TE in IP networks 

[6]. 
/ 

2. Internet QoS: A big picture - Presents a framework for the emerging QoS. The 

important components of the framework are RSVP, differentiated services, MPLS 

and constrained routing. Described how differentiated services are implemented 

and two architectures are presented for end to end service deliveries [7]. 

In this work we propose a flexible customizable IP SLA program to provide SLA 

performance reports to customers and an implementation of MPLS-TE tunnels for 

effective backbone links utilization is simulated in a lab environment. To ensure QoS 

packets were classified according to differentiated service code point values and mapped 

to a proper traffic engineered tunnel so that important traffic reaches the destination during 

congestion. MPLS-TE is a growing implementation in today's service provider networks. 

MPLS adoption in service provider networks has increased heavily due to its inherent TE 

capabilities. Very high data transfer rates have been achieved in the backbone and the 

significance of all MPLS switched networks are increasing. Therefore for the long nm this 

technology and its capabilities are an attractive alternative to growing operators. 

1.2 Goal of the Thesis 

This thesis is a demonstration of how to effectively use under-utilized core network 

backbone links and controlling that bandwidth for different service types while ensuring a 

guaranteed SLA to the end customers. An open source based network simulator is used for 

initial study purpose and to build a network topology with MPLS-TE tunnels and actual 

results are derived from a real lab network environment. TE shows ways of utilizing the 
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backbone constantly rather than routing protocols to decide upon desired paths always, 

and also a software program being developed using JAY A to provide SLA performance 

reports to end users. Together with MPLS-TE coupled with Differentiated services QoS 

architecture for packet treatment service provider can ensure the required SLAs to their 

customers and provide customizable SLA reports on those services economically using the 

IP SLA program. 

1.3 Structure of the Thesis 

_,. 

The second chapter of this thesis starts with a review of historical development of MPLS 

communication systems, describes the generations and advantages of using MPLS 

network. Section 2.4 introduces architecture of MPLS protocol stack and in section 2.5 

MPLS network over view is explained. Sections 2.6 and 2.7 describe the traditional 

routing and packet switching and MPLS operation. The Chapter 3 introduces MPLS-TE 

and techniques and operation. 

Chapter 4 describes the MPLS and QoS when using differentiated services for packet 

treatment, and use of IP Service Level Agreements (SLAs) to ensure quality of service to 

end users. Chapter 5 discusses setting up a MPLS network topology and assigning traffic 

\·ia TE tunnels in a real lab environment. Furthermore it also describes a method to obtain 

IP SLA performance reports. These reports are obtained from a real operational live 

network. Chapter 6 gives the, conclusion and discussion of results and future works. 
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Chapter 2 

Multi Protocol Label Switching (MPLS) 

2.1 Introduction 

The deployment of a flexible, efficient Internet Protocol/Multiprotocol Label Switching 

(IP/MPLS) packet infrastructure has become the key driver for service providers in 

building next-generation networks (NGNs). There are compelling financial, technological 

and competitive advantages in deploying a converged network. Capital expenditures 

(CAPEX) are focused on efficient and extensible packet infrastructures. Convergence 

allows service providers flexibility and economies of scale that are not possible with 

multiple single-purpose networks. 

When moving from circuit-switched to packet-switched technology operators have to 

implement packet-based connectivity for both voice and data services in the IP core 

network. This means that local area connectivity is needed between core network elements 

on the sites and wide area connectivity is needed between the core network sites. MPLS is 

an Internet Engineering Task Force (IETF) specified framework which provides for 

efficient routing, forwarding and switching of traffic packets through the network. MPLS 

depends independent to layer 2 and 3 protocols. This technology maps IP addresses to 

fixed length labels used by different packet-forwarding and packet-switching 

technologies. MPLS data transmission occurs on label switch paths (LSPs). LSPs are 

sequence of labels at each and every node along the path from source to destination and 

are established prior to data transmission or upon detection of certain flow of traffic. 

For cost efficiency and in order to ensure compatibility with the emerging new services 

IP/MPLS and Ethernet Local Area Network (LAN) are the baseline technologies for the IP 

NGN network connectivity. In addition to being future proof these technologies offer the 

best price performance ratio and best service availability on the market. Additionally the 

IP/MPLS backbone can be used for consolidating dedicated networks such as charging 

network management and Intranet traffic to one unified infrastructure. 
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2.2 Brief History of MPLS Communications 

MPLS enables enterprises and service providers to build next-generation intelligent 

net\vorks that can deliver a wide variety of advanced, value-added services over a single 

infrastructure. 

MPLS was originally presented as a way of improving the forwarding speed of routers but 

is now emerging as a significant standard technology that offers new capabilities for large 

scale IP enterprise networks. Traffic engineering, the ability of network operators to 
/ 

specify the path that traffic takes through their network, and Virtual Private Network 

(VPN) support are examples of two key applications where MPLS is superior to any 

currently available IP technology. 

MPLS was originally proposed by a group of engineers from Ipsilon Networks but their 

"IP Switching" technology, which was defined only to work over asynchronous transfer 

mode (ATM), did not achieve market dominance. Cisco Systems, Inc. introduced a related 

proposal, not restricted to A TM transmission, called "Tag Switching". It was a Cisco 

proprietary proposal, and was renamed "Label Switching". It was handed over to the IETF 

for open standardization. The IETF work involved proposals from other vendors, and 

development of a consensus protocol that combined features from several vendors' work. 

The label switching timelines are shown in figure 2.1 and RFC specifications in figure 2.2. 

One original motivation was to allow the creation of simple high-speed switches; however 

for a significant length of time it was not possible to switch IP packets entirely in 

hardware. However, advances in very large scale integration (VLSI) have made such 

devices possible. Therefore the advantages of MPLS primarily revolve around the ability 

to support multiple service models and perform traffic management. 

MPLS has become a leading vehicle for connecting an organization's decentralized 

locations. It offers advantages to both service providers and enterprises. For the service 

provider, MPLS reduces cost, simplifies provisioning, provides wider service coverage, 

and enables differentiated services. In addition to the promise of multiple levels of QoS, 
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199:3 -cC 
t@ 

1999 ;' Fnst ~ilPt.S VPN ard TE deployments 

2DOO 

2001 ..,._First MPLS RFCs released 
y / 

* Tag Switchinl;), IP Switching and AAIS respectively 

Figure 2.1: Label S'vitching Timeline [8] 

MPLS offers the enterprise a meshed architecture, scalability, and network convergence, 

eliminating the need for multiple networks. 

If we consider a norn1ally routed environment, frames pass from a source to a destination 

in a hop-by-hop basis. Transit routers evaluate each frame's layer 3 headers and perform a 

route table lookup to determine the next hop toward the destination. This tends to reduce 

throughput in a network because of the intensive processor requirements to process each 

frame. Although some routers implement hardware and software switching techniques to 

accelerate the evaluation process by creating high-speed cache entries, these methods rely 

upon the layer 3 routing protocol to determine the path to the destination. 

Unfortunately, routing protocols have little visibility into the layer 2 characteristics of the 

network, particularly in regard to QoS and loading. Rapid changes in the type and quantity 

of traffic handled by the Internet and the explosion in the number of Internet users are 

putting an unprecedented strain on the Internet's infrastructure. This pressure mandates 

new traffic-management solutions. MPLS and its predecessor, tag switching, are aimed at 

resolving many of the challenges facing an evolving Internet and high-speed data 

communications demands in general. [20] 
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I 
I 

I 

' 
I 

Standard Description 

RFC 3031 MPLS Architecture 

RFC 3032 MPLS Label Stack Encoding 

RFC 3035 MPLS using LDP and A TM VC Switching 
--

RFC 3036 LDP Specification 

Figure 2.2: IETF Standards 

To meet these new demands, MPLS changes the hop-by-hop paradigm by enabling 

devices to specify paths in the network based upon Qo~ and bandwidth needs of the 

applications. In other words, path selection can now take into account layer 2 attributes. 

Before MPLS, vendors implemented proprietary methods for switching frames with 

values other than the layer 3 headers. 

I 

As a brief reminder of how MPLS operates, recall that in the typical network without 

MPLS, packet paths are determined in real time as routers decide each packet's 

appropriate next hop. Conventional IP routing requires time and eliminates opportunity to 

influence packet's paths. With MPLS, explicit and pre-defined network paths transport 

specific types of traffic. MPLS solved the problem that router manufacturers faced when 

incorporating QoS into very large IP-VPN networks ensuring that each and every router 

can identify and process each and every traffic flow appropriately otherwise requires so 

much processing power as to be ineffective and non-scaleable. 

A better approach, and the one that MPLS adopts, is to label traffic flows at the edge of 

the network and let core routers identify the required class of service with a simple and 

quick label check. MPLS reduces the burden of differentiating types of traffic and 

assigning appropriate class-of-service labels by focusing the task on the edge of the MPLS 

network on a router, called the Label Edge Router (LER) and optimally, the MPLS labels 

indicates the best and fastest service classes go into the most urgent applications packets 

queues. Figure 2.3 shows a typical MPLS network. 
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Remote Location ll'>N ______. MPLS Core Network Main Site LAN 

Branch Ofio: (typically, prcvider's network) Data Center 

Figure 2.3: Typical MPLS block diagram [9] 

Traditional IP networks are connectionless; when a packet is received, the router 

dctennincs the next hop using the destination IP address on the packet alongside 

information from its own forwarding table. The router's forwarding tables contain 

infom1ation on the network topology. They use an IP routing protocol, such as open 

Shortest Path First (OSPF), Intermediate System-to-Intermediate System (IS-IS), Border 

Gateway Protocol (BGP), Routing Information Protocol (RIP) or static configuration, to 

keep their information synchronized with changes in the network. 

MPLS also uses IP addresses, either version 4 or 6, to identify end points and intermediate 

s\vitches and routers. This makes MPLS networks IP-compatible and easily integrated 

with traditional IP networks. However, unlike traditional IP, MPLS flows are connection­

oriented and packets are routed along pre-configured Label Switched Paths (LSPs). 

Moreover services such as broadband available to a mass market open up a wide variety of 

interactive communications for both consumers and businesses, bringing to reality 

interactive video networks, interactive banking and shopping from the home, and 

interactive distance learning. Therefore despite some initial challenges MPLS will play an 

important role in the routing, switching, and forwarding packets through the next 

generation networks in order to meet the service demand of the network end users. 
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2.3 Benefits of using MPLS Communication 

Communication systems using MPLS have a number of extremely attractive features. It 

addresses today's network backbone requirements effectively by providing a standard 

based solution. Therefore it is useful to consider the merits and special features offered by 

I PiMPLS infrastructure over conventional layer 3 IP routing. Some of the advantages are 

described below. 

1. Profitability increases as capital and operational expenditures decrease with a 
/ 

converged network and services revenues increase. MPLS-TE also provides 

higher return on network backbone infrastructure investment because the best 

route between a pair of point of presence (PoPs) is detem1ined taking into 

account the constraints of the backbone network and the total traffic load on 

the backbone. 

2. Improves packet performance in the network by simplifying forwarding 

through layer 2 switching and routing via switching at wired line speeds. Since 

MPLS is simple it caters for easy deployment. 

3. QoS and class of service (COS) are easily supported for differentiating services 

by using traffic engineering path setups and helps to ensure service guarantees. 

MPLS also provisions for constrained-based and explicit path setup. 

4. MPLS integrates IP and ATM by bridging between access IP and core ATM 

while reusing existing router or A TM hardware effectively. 

5. MPLS builds interoperable networks due its standard based solution that 

achieves synergy between IP and ATM networks and also facilitates IP over 

Synchronous Optical Network (SONET) integration in optical switching. 

MPLS supports to build scalable VPNs with TE capability. 

Along with the above features the concept of a label has been extended in Generalized 

MPLS (GMPLS) where the label no longer needs to be carried as an identifier on the data 
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tlow, but may be implicit. For example, time-slots in Synchronous Optical Network , 

Synchronous Digital Hierarchy (SONET/SDH) and wavelengths in Dense Wavelength 

Division Multiplexing (DWDM) can be labels. In these cases, the label switching 

operations translate to operations such as "switching incoming wavelength onto this 

outgoing wavelength". GMPLS is therefore ideal for optical networking, and many 

extensions to the protocols have been defined, including user-to-network interfaces and 

network-to-network interfaces. 

Therefore in overall, network complexity is reduced as overlay network infrastructures are 
/ 

reduced and eliminated thus lowering operational expenditures and costs are also reduced 

because a number of important processes are automated, including set up, configuration, 

mapping, and selection of MPLS-TE tunnels. Service revenues increase as it becomes 

easier to offer innovative new services, with faster time to market, to all customers. 

2.4 Architecture of MPLS Protocol Stack 

Figure 2.4 shows MPLS protocol stack. The two main sections are control plane and data 

plane. First one could be an embedded processor for fast efficient operation and data plane 

could be implemented in programmable logic. The "IP Fwd" is the usual forwarding 

module at layer 3 to do routing based on next hop information in fact MPLS "Fwd" 

forwarding module matches a label to an outgoing port for a given packet. 

From the diagram LOP module uses TCP for reliable transmission of control data from 

one LSR to another during a session. Label distribution protocol (LOP) is a new protocol 

that defines a set of procedures and messages by which one LSR infom1s another of the 

label bindings it has made. The LOP maintains the Label information base (LIB) and uses 

user datagram protocol (UDP) during discovery phase. During this phase LSR tries to 

identify neighboring elements and signals itself to inform about its presence in the 

network using hello messages. 

LOP protocol structure is illustrated in figure 2.4 and protocol stack fields are described 

below. More on LOP messages are explained in section 2.7.4 and LOP header is shown in 

figure 2.5 with header fields described below. 
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Control Plane 

Data Plane 

+--+ 
A 

Data LINK Data LINK 

B 
PHY PHY 

c 
Data LINK +--+ 

f-------lo 
PHY 

A.B,C,O packet flow. MPLS header is attached for packets Band C 

..t 

Figure 2.4: Typical MPLS Protocol Stack [1 OJ 

a. Version - The protocol version number. The present number is 1. 

b. PDU Length - The total length of the Protocol Data Unit (PDU) excluding the 

version and the PDU length field. 

c. LDP identifier - This field uniquely identifies the label space of the sending 

LSR for which this PDU applies. The first 4 bytes encode the IP address 

assigned to the LSR. The last 2 indicate a label space within the LSR. 

2 bytes 

Version POU Length 

LOP Identifier - 6 bytes 

Figure 2.5: LDP Header [ 18] 

a. LDP = Label distribution protocol 

b. LIB = Label information base; table of labels mapping input port/label to output 

port/label 

c. CR-LDP = Constraint-based (CR) LDP, used for traffic engmeenng; resource 

reservation protocol traffic engineering (RSVP-TE) is another signaling 

mechanism used for traffic engineering 

d. Internet protocol (IP) FWD = Next hop forwarding based on IP address; longest 

match forwarding used 
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e. TCP = Transmission control protocol 

f. MPLS FWD = Label switching based on MPLS label and LIB lookup 

g. UDP =User datagram protocol 

2.5 MPLS ~etwork Overview 

......... __ 
egress edge 

LER 

MPLS Network 

8 LIB Lookups 

Label switched path (LSP) 

Figure 2.6: MPLS Network Overview 

-:~ 

Routers at the edge of the network are known as Label Edge Routers (LERs) and routers 

at the MPLS core is known as Label Switch Routers (LSRs). An edge router converts IP 

packets to MPLS labels and vise versa. An ingress LER is the one by which a packet 

enters the MPLS network, an egress LER is one by which a packet leaves the MPLS 

network as shown in figure 2.6. Labels are small identifiers placed in the traffic. They are 

inserted by the ingress LER, and subsequently removed by the egress LER, so nothing 

will remain to perplex the non-MPLS devices outside the MPLS network. 

As traffic transits the MPLS network, label tables are consulted in each MPLS device. 

These are known as the Label Information Base (LIB). By looking up the inbound 

interface and label in the LIB, the outbound interface and label are detem1ined. The LSR 

can then substitute the outbound label for the incoming, and forward the frame. 
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2.6 Traditional Routing and Packet Switching 

As the demand for higher data rates emerged devices with capabilities to switch at the 

data-link and network layers in hardware are needed. Layer 2 switching devices addresses 

the bottlenecks within the subnets of LAN and layer 3 switching devices reduced the 

bottleneck in layer-3 routing by moving route lookup forwarding to high speed switching 

hardware. Initial solutions address the need for wire speed transfer of packets but they did 

not consider the service requirements of the information contained in the packets. Most of 

the routing protocols are based on shortest path and does not take other factors such as 

jitter, delay and congestion which could further degrade t}{e network performance. 

2. 7 MPLS Operation 
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Figure 2.7: MPLS Operation [3] 

Figure 2. 7 illustrates the flow of a packet through an MPLS-enabled network. The source 

network is on the left and the destination network on the right. The large cloud in the 

center is the MPLS WAN cloud. Some times LERs are also called ingress/egress LSR 
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From the above diagram existing routing protocols OSPF, IS-IS establishes the 

reachability of the destination networks and LDP establishes label-to-destination network 

mappings. Ingress edge LSR receives a packet, perfom1s layer-3 value-added services, and 

labels the packets. LSR switches the packet using label swapping and Egress edge LSR 

removes the label and delivers the packet to final destination. Figure 2.8 illustrates more 

detailed view of the MPLS operation. 

/ 

A 

source 

..._ 

MPLS Network 

------------~ 

Oal~ Flow Destinatwn 
................ Label Requests 

· - Label Distribution 

Figure 2.8: Packet Flow in MPLS 

From the figure 2.8 the following steps must be taken for a data packet to travel through 

an MPLS cloud. 

1. Label creation and distribution - Before any traffic begins the routers make the 

decision to bind a label to a specific Forward Equivalent Class (FEC) and build 

their tables. In LDP, downstream routers initiate the distribution of labels and the 

label/FEC binding. 

2. Table creation at each router - On receipt of label bindings each LSR creates 

entries in the LIB. The contents of the table will specify the mapping between a 
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label and an FEC. The entries are updated whenever renegotiation of the label 

bindings occurs. 

3. Label-switched path creation- The LSPs are created in the reverse direction to the 

creation of entries in the LIBs. 

4. Label insertion/table lookup- The first router LER-A uses the LIB table to find the 

next hop and request a label for the specific FEC. Subsequent routers just use the 

label to find the next hop. Once the packet reaches the egress LER-D, the label is 
... 

removed and the packet is supplied to the destination. 

5. Packet forwarding- LER-A may not have any labels for this packet as it is the first 

occurrence of this request. In an IP network, it will find the longest address match 

to find the next hop. For example let LSR-Cl be the next hop for LER-A. 

a. LER-A will initiate a label request toward LSR-Cl.This request will 

propagate through the network as indicated as "label requests" in diagram. 

b. Each intermediary router will receive a label from its downstream router 

starting from LER-E and going upstream till LER-A. The LSP setup is 

indicated as "label distribution" in the diagram using LDP or any other 

signaling protocol. If traffic engineering is required, constrained based 

(CR) LDP will be used in determining the actual path setup to ensure the 

QoS/CoS) requirements. 

c. LER-A will insert the label and forward the packet to LSR-Cl 

d. Each subsequent LSR, i.e., LSR-C2 and LSR-C3 will examine the label in 

the received packet, replace it with the outgoing label and forward it. 

e. When the packet reaches LER-D, it will remove the label because the 

packet is departing from an MPLS domain and deliver it to the destination. 

f. The actual data path followed by the packet is indicated as "data flow" in 

the diagram. 
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2.7.1 Label Switch Routers (LSRs) or Label Edge Routers (LERs) 

The devices those take participate in an MPLS operation from the above Figure 2.8 are 

Label Edge Routers (LER) and Label Switch Routers (LSR). A core router (C1, C2 or C3) 

is a high speed router having hardware Application Specific Integrated Circuits (ASICs) 

for which participates in the establishment of LSPs using appropriate Label signaling 

protocol for switching data traffic based on established paths. 

An I ,ER is a device that operates at the perimeter of the access and the MPLS networks 

supporting multiple ports connecting to dissimilar network:vsuch as Ethernet, ATM, PPP, 

Frame relay and forwards those traffic on to MPLS after establishing the LSPs, using LDP 

at the ingress. This traffic then distributed to the egress and back to the access. A LERs 

main job is removal and assignment of labels for input and output traffic. 

2.7.2 Forward Equivalent Class (FEC) 

A group of IP packets which are forwarded in the same manner, for example over the 

same path, with the same forwarding treatment and all packets in such group are given 

same treatment routing to the destination. MPLS assigns a particular packet to a particular 

FEC once only as packet enters the network. FEC's are based on service requirements for 

a given set of packets. Each LSR builds a table to specify how the packet is forwarded 

which is known as Label Inforn1ation Base (LIB) having FEC to label bindings. 

2.7.3 Labels and Label Bindings 

A label is the simplest forn1 of path in which a packet traverses. A label is carried or 

encapsulated in a layer 2 header along with the packet. The receiving router examines the 

packet for its label details to determine the next hop. Once packet has been labeled the 

entire path it would take is based on label switching. These label values are local 

significance only which means they belong to hops between the LSRs only. 

Once a packet has been classified as a new or existing FEC, a label is assigned to the 

packet and these label values are obtained from the underlying data link layer. The packets 

are then forwarded based on the label value. Labels are bound to FEC as a result of some 
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event or policy that indicates a need for such bindings. These events can be either data or 

e\·ent driven. 

Label assignment could be based on several criteria such as destination unicast routing, 

traffic engineering, multicast, virtual private network or Quality of Service. 

Generic MPLS header format is illustrated in figure 2.9. These labels can be inserted as a 

shim header between layer 2 and layer 3 headers or as a header of data link layer in case of 

ATM or Frame relay. A shim header is a special header placed between layer 2 and layer 3 
" 

of the OSI model. The shim header contains the label used to forward the MPLS packets. 

The Shim Header consists of 32 bits in four parts- twenty bits are used for the label, three 

bits for experimental functions, one bit for stack function, and eight bits for time to live 

(TTL). 

.. 

\ 
\ 

Layer 2 
Header 

20 

MPLS 
Header 

3 

/ 
/ _... 

IP 
Header 

8 

/ 
/ 

-

4 bytes 

User Data 

Figure 2.9: MPLS Header [11] 

The 32 bit MPLS header contains the following fields, 

a. Label - 20bits and carries the actual value of MPLS label 

b. CoS- 3 bits and can affect the queuing and discard algorithms applied to 

packets when transmitted through the network 

c. S- Stack 1 bit which supports hierarchical label stack 

d. TTL- 8 bits, provides normal IP TTL functionality 
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2.7.4 Label Creation and Distribution 

Labels can be created using several methods. Topology based method uses normal 

processing of routing protocols of OSPF and BGP. Request uses processing of request 

based control traffic such as RSVP. Traffic based method uses reception of packet to 

trigger assignment and label distribution. The first two are control driven bindings and the 

final one is data driven bindings. 

There is variety of ways to signal label distribution. Existin9 routing protocol BGP have 

been enhanced to piggyback the label information within the contents of the protocol. 

RSVP also has been extended to support piggybacked exchange of labels. The IETF has 

delined a nc\v protocol known as LDP to explicit signaling and management of label 

space. Extensions to LDP protocol have also been defined to support explicit based QoS 

and CoS requirements. These extensions are mentioned in the constraint based routing 

CR-LDP protocol definition. 

Varies schemes are used for label exchange. LDP maps unicast IP destinations to labels. 

RSVP or CR-LDP is used for TE and resource reservation to effectively utilize the link 

capacity. Protocol Independent Multicast (PIM) is used for multicast states label mapping 

and BGP is used for external VPN labels. 

Label Label 
mapping mapping 

'""'~" ~ - - - -- Core Egress 
Router ~--- --~ '-,...!\ Router Router .-· "'- - .,.,, ~-·> ·"-: j 

i··-- (lER) . Label (LSR) .-' Labs I ~- {LER) I~ 
·-- --· request ···-· _./" request 

../ Packet flow 

Figure 2.10: Label Request and Label Mapping 
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Labels are distributed using request and mapping mechanisms. Using label request 

mechanism, an LSR requests a label from its peer downstream neighbor so that it can bind 

to a specific FEC. This mechanism is implemented down the line of other LSR's until the 

egress LER where the packet exist the MPLS cloud. In response to label request 

downstream LSR will send a label to its initiator using label mapping mechanism. These 

requests are shown in figure 2.1 0. 

LOP is a new application layer protocol for distributing label binding information to 

LSRs. It is used to map FEC tables which in turn create LSPs and LOP sessions are 
/ 

established between LOP peers in the MPLS network. Following types of messages are 

exchanged by peers. 

1. Discovery messages- announce and maintain the presence of an LSR in a network 

2. Session messages- establish, maintain, and terminate sessions between LOP peers 

3. Advertisement messages- create, change, and delete label mappings for FECs 

4. Notification messages -provide advisory information and signal error information 

2.7.5 Label Switched Paths (LSPs) 

A path is established before the data transmission starts in an MPLS cloud and this path is 

a representation of a FEC. MPLS provides two options to set up an LSP path described 

below. The LSP setup for an FEC is unidirectional. The return traffic must take another 

LSP path. Two ways of LSP creation by an LSR is described below. 

Hop-by-Hop routing - Each LSR independently selects the next hop for a given FEC. 

LSRs support any available routing protocols (OSPF, ATM, etc). This is very similar that 

is used in current IP networks. 

Explicit routing - Is similar to source routing. The ingress LSR where the data packet to 

the network first originates specifies the list of nodes through which the packet traverses. 

Along the path resources may be allocated to guarantee QoS to data traffic which eases TE 

throughout the network and differentiated services can be provided using flows based on 

policies. 
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Labels used by an LSR for FEC label bindings can be per platform or per interface. In first 

label values are unique across the whole network and labels are allocated form a common 

pool. Label distributed on different interfaces will not have same value. In per interface, 

label ranges are associated with interfaces and multiple labels pools are defined for 

interfaces. The labels provided in those interfaces are allocated from the separate pools 

and label values on different interfaces could be the same. 

/ 
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Chapter 3 

MPLS Traffic Engineering and Techniques 

3.1 Overview 

TE which was mainly present in Asynchronous Transfer Mode (ATM) or Frame Relay 

networks is the ability to steer traffic through a network from edge to edge in the most 

optimal way. In earlier networks, virtual circuits were laid -out to carry traffic from one 

edge point in the network to another and today most networks rely on a pure IP solution. 

With IP/MPLS-TE capabilities are integrated into layer 3, which optimizes the routing of 

IP traffic based, on the given constraints imposed by backbone capacity and topology. 

Traffic flows across a network are based on the resources available in the network. MPLS 

is an integration of layer 2 and layer 3 technologies and by making traditional layer 2 

features available to layer 3 MPLS enables traffic engineering. 

WAN links are an expensive resource in a service provider budget. Traffic engineering 

enables service provider's network traffic to route in such a way that these links are 

utilized efficiently in terms of throughput. TE modifies routing patterns to provide 

efficient mapping of traffic flows to network resources and this efficient mapping can 

reduce the occurrence of congestion and improves service quality in terms of the delay, 

jitter and loss that packets experience. Also it guarantees service levels to end users and 

reduces the impact of network failures thus increasing service availability. 

MPLS-TE provides explicit routing capabilities to MPLS networks. An originating LSR 

or head-end edge node can set up a TE LSP to a terminating LSR or tail-end through an 

explicitly defined path containing a list of intermediate LSR's or midpoints. IP uses 

destination-based routing and does not provide a general and scalable method for 

explicitly routing traffic. Alternatively, MPLS networks can support destination-based and 

explicit routing simultaneously. MPLS-TE uses extensions to RSVP and the MPLS 

forwarding model to provide explicit routing. These enhancements provide a level of 

routing control that makes MPLS suitable forTE. 
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IP routing is based on leased cost routing strategy because IP networks are governed by 

the need to get traffic across the network to the destination as quickly as possible. Every 

CPE2 C2 C3 

Figure 3.1: IP forwarding network 

IP routing protocol has a cost associated with the links in the networks. The accumulation 

of the cost of every link of a path is used to calculate the smallest cost path to forward 

traffic through the network. This cost can be a single or composite based on the routing 

protocol used. 

IP forwarding model is based on leased cost path and does not take into account 

bandwidth available on the link which might be different to the link cost. Therefore a 

router can keep forwarding IP traffic onto a link, even though that link is already dropping 

packets due to insufficient bandwidth to forward all the traffic flows for which the routing 

table sees a shortest path for that destination. This results shortest path links to be over 

utilized and alternate links to be underutilized. TE could solve this problem by utilizing 

the alternative paths to divert traffic. 

From the figure 3.1 assuming all links have the same cost then preferred path between the 

customer premises equipments (CPE's) will take the least cost path Cl CS C4 and the 

alternative path Cl C2 C3 C4 will be idle. For example in the event of CPEl and CPE2 

simultaneously sending traffic to CPE 3 and if bandwidth A+B Mbps exceeds C or D 

Mbps some packets would be dropped at Cl or CS. IP routing protocols can be used to 

22 



overcome this either by load balancing between both paths or by using routing protocol 

metrics steering CPE2 traffic along the C 1 C2 C3 C4 path, but this would causing 

complexity in an service provider mesh network environment considering operational 

point of view. When MPLS-TE is implemented, the IP network shown figure 2.8 

transforms into the label switched domain in which the TE label switched paths or TE 

tunnels Tunnell and Tunnel2 defined paths that can be used by traffic between Cl and C4. 

Here tunnel 1 may represent path Cl CS C4 and tunnel2 Cl C2 C3 C4. 

The main advantage of implementing MPLS-TE is that it provides a combination of ... 
ATM's TE capabilities along with the class of service (CoS) differentiation of IP. 

Therefore, to avoid packet drops due to inefficient use of available bandwidth and to 

provide better performance, TE enables to steer some of the traffic destined to follow the 

optimal path to an alternate path to enable better bandwidth management and utilization 

between a pair of routers. MPLS-TE also provides a resilient design in which a secondary 

path can be used when the primary path fails between two routers in a network. 

3.2 How MPLS-TE Operates 

MPLS-TE operates using logically defined tunnels which are unidirectional per direction 

and each data flow between a specific source and destination will have properties or 

attributes associated with them. The attributes associated with a tunnel, in addition to the 

ingress (head end) and egress (tail end) points of the network, can include the bandwidth 

requirements and the CoS for data that will be forwarded utilizing this tunnel. Traffic is 

forwarded along the path defined as the TE tunnel assigned to a specific LSP from source 

to destination, which are usually edge routers. Unless configured explicitly, TE tunnels 

can reroute packets via any path through the network associated with an MPLS LSP. This 

path might be defined by the IGP used in the core network. 

An IGP protocol such as OSPF or IS-IS with extensions for TE is used to carry 

information pertaining to the tunnel configured on a router and these extensions carry 

information on available resources for building a tunnel, like bandwidth on a link. As a 

result, if a link that does not have the requested resources (example bandwidth) it is not 
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chosen to be a part of the LSP tunnel or TE tunnel. Signaling in an MPLS-TE environment 

uses RSVP with extensions to support TE tunnel features. 

CaiCLtlation database 
Ingress Router 

... .. 
OSPF or IS IS tlctnbution 

ofTE information 

Figure 3.2: MPLS-TE Tunnels 

Figure 3.2 illustrates the same example shown in figure 3.1; additionally showing the TE 

tunnels (Tunne 1 and Tunnel 2) which have been used to occupy the C 1 C2 C3 C4 

underutilized link. Ingress (head end) router C 1 gathers information on all the available 

resources in the network along with the topology, which defines tunnels through the 

network between a set of MPLS-enabled routers using the flooded information in IGP 

updates. In IS-IS a new (TL V) (type 22) has been developed to transmit information 

pertaining to resource availability and link status (LS) in the LS-PDUs. In OSPF, the type 

10 link state advertisements (LSA) provide resource and links status information. 

Constraint Based Routing (CBR), which is the key mechanism in MPLS-TE which takes 

into account the possibility of multiple paths between a specific source and destination 

pair in a network. With CBR, the operation of an IP network is enhanced so the least cost 

routing can be implemented as well as variables to find paths from a source to destination. 

Resource availability and link status information are calculated using a Constrained 

Shortest Path Calculation (CSPF) calculation in which factors such as the bandwidth, 

policies, and topology are taken into consideration to define probable paths from a source 

to destination. 
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3.2.1 :viPLS-TE Signaling Protocols 

There are two signaling protocols for MPLS-TE. RSVP extension forTE (RSVP-TE) and 

constrained based LDP (CR-LDP). IETF consensus was reached to carry on with 

developing RSVP as the signaling protocol for MPLS-TE and to stop further development 

on CR-LDP. This was documented in RFC 3468. 

RSVP reserves bandwidth along a path from a specific source to destination. RSVP 

messages are sent by the head-end router in a network to identify resource availability 
/ 

along the path from a specific source to destination. The head-end router is always the 

source of the MPLS-TE tunnel, and the tail-end router is the router that functions as the 

endpoint for the TE tunnel. 

3.2.2 Resource Reservation protocol (RSVP) Extensions 

RSVP-TE is used to establish MPLS LSPs when there are traffic engmeenng 

requirements. It is mainly used to provide QoS and load balancing across the core 

network. MPLS traffic engineering automatically establishes and maintains the tunnel 

across the backbone, using RSVP. The path used by a given tunnel at any point in time is 

detennined based on the tunnel resource requirements and network resources, such as 

bandwidth. The four main messages used in implementation of RSVP for TE are 

described below. 

1. RSVP PATH message~ Generated by the head-end router and is forwarded 

through the network along the path of a future TE LSP. At each hop, the PATH 

message checks the availability of requested resources and stores this infom1ation 

thus RSVP PATH message functions as a label request in MPLS-TE domain. 

2. RSVP RESERVATION message- Created by the tail-end router in the MPLS­

TE domain and used to confirm the reservation request that was sent earlier with 

the PATH messages. 
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3. RSVP error messages- In the event of unavailability of the requested resources, 

the router generates RSVP error messages and sends them to the router from which 

the request or reply was received. 

4. RSVP tear messages- RSVP creates two types of tear messages, namely, the 

PATH tear message and the RESERVATION tear message. These tear messages 

clear the PATH or RESERVATION states on the router instantaneously. The 

process of clearing a PATH or RESERVATION state on a router using tear 

messages enables the reuse of resources on the router for other requests. 
_,. 

RFC 3209 defines these RSVP TE extensions [12]. RSVP "Path" messages flow 

downstream with a collection of four objects which relates to EXPLICIT_ ROUTE, 

LABEL_REQUEST, SESSION_ ATTRIBUTE, and RECORD ROUTE. The 

EXPLICIT_ ROUTE object contains a hop list that defines the explicit routed path that the 

signaling will follow. The RECORD _ROUTE object collects hop and label information 

along the signaling path. The SESSION_ ATTRIBUTE object lists the attribute 

requirements of the LSP (priority, protection etc.). RSVP "Resv" messages flow upstream 

and include two objects related to MPLS-TE (LABEL and RECORD_ROUTE). 

3.2.3 Traffic Selection 

Selection of traffic to the TE LSP can be done using different approaches which can be 

static or dynamic. For example, it can also depend on packet type such as IP or contents 

such as CoS. An MPLS network can make use of several traffic-selection mechanisms 

depending on the services it offers. Traffic can enter the TE LSP only at the head-end and 

therefore, the selection of the traffic is a local head-end decision. Thus MPLS-TE provides 

f1exibility by separating TE LSP creation from the process of selecting the traffic that will 

use the TE LSP. 
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Chapter 4 

MPLS and Quality of Service 

4.1 Overview 

QoS is a general term that, in the IP VPN environment, refers to the ability to set control 

mechanisms that allows data packets to be handled in a mapner that guarantees certain 

levels of perfom1ance. It must be highlighted that QoS is not in itself a protocol or 

standard like TCP/IP or MPLS. Generally in a modem IP VPN environment, the preferred 

technical mechanism for establishing QoS is the Differentiated Services (DiffServ) 

standard. DiffServ allows for class-based traffic management. 

The ability to differentiate one type of traffic from another as it passes from a non-MPLS 

edge to an MPLS core is essential to ensure that applications are assigned to the correct 

class of service. Only with precise classification can applications be treated according to 

their respective business importance. Businesses can use QoS to optimize their entire data 

or MPLS VPN network to ensure the consistent and cost effective delivery of critical 

communications. QoS also allows for efficient management in the event of unanticipated 

congestion or other network issues impacting on the applications. If you tum off QoS in 

sections of a network you may lose the ability to track end-to-end application sessiOn 

performance. Therefore QoS can optimize your network to ensure business critical 

communications are consistently delivered when and where they're needed [ 13]. 

4.2 Differentiated Services 

Conventionally all packets are treated as best effort (BE) and routers forward Internet 

traffic on a first-in-first-out basis as long as the there is enough buffer capacity on the 

interface. As the amount of traffic on the Internet grows the network performance 

gradually decreases, causing network degradation, network delay or jitter, and packet loss. 

Applications such as Web access, email, and file transfer can typically withstand network 

delays, but delay-sensitive applications such as voice, video, and other real-time 
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applications cannot. To provide adequate service in a network, some level of intelligence 

must be built into the network so that packets are prioritized. A differentiated service 

Pre-cedence Type of Service 

Figure 4.1: IP version 4 Type of Service (TOS) field 

/ 

(DiffServ) is one of the QoS architectures which have proven to be scalable and widely 

used and defined in RFC 2475 [14]. 

Differentiated services has two major components, namely 

• Traffic conditioning - Includes policing and shaping for the packets arriving at 

edge router or LER 

• Per-Hop-Behaviors (PHB)- Includes queuing, scheduling and dropping of packets 

which is done at each hop 

Initially packets have to be classified and matched against parameters from the IP header 

such as IP destination, IP source or differentiated service code point (DSCP) values. 

Originally, the TOS field in IP header had 3 precedence bits and 4 TOS bits and 1 unused 

bit. Precedence bits were used to make various decisions about a packet treatment and 

used of TOS bits was never well deployed. The precedence bits are set at edge of the 

network into 8 different classes. Figure 4.1 illustrates the TOS fields and their bit 

descriptions are mentioned below. 

LSB bits are precedence values showing packet relative priority from 0 to 7: 

0 -Routine 

1 -Priority 

2 - Immediate 

3- Flash 

4 - Flash Override 
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I 

5- Critical 

6 - Internet Control 

7 Network Control 

ros fields indicate packet classif]cations and 5 combinations are defined: 

0- Normal service 

2 - Minimum monetary cost 

2 - Maximum reliability 

4 - Maximize throughput 

5 - Minimize delay 

_,. 

IETF redefined RFC 2475 of DiffServ architecture defining 6 bits for Type-of-Services 

field to form 64 combinations for packet treatment. Remaining 2 bits are used for Explicit 

Congestion Notification (ECN). Table 4.2 shows the DSCP fields in decimal groups. 

IP Precedence DSCP 
Decimal Bits Decimal Bits 

I 0 000 0 000000 
! 1 001 8 001000 

I~ 
010 16 010000 
011 24 011000 

i 4 100 32 100000 
Is 101 40 101000 

6 110 48 110000 
!7 Ill 56 111000 

Table 4.2: DSCP and IP Precedence mappings 

From the above table, the 8 precedence values are called classes and DSCP bits mapped to 

them are called Class Sector Code Points (CSCP) and abbreviated as class selectors (CS). 

RFC 2597, 2598 defines additional 13 DSCP values known as Assured Forwarding (AF) 

and Expedited Forwarding (EF) which are shown in the table below 4.3. AF and EF are 

further explained in section 4.2 [ 15]. 
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I Class DSCP decimal DSCP bits 
Default 0 000000 

; AFll 10 001010 
.. - -----

. AF12 12 001100 
AF13 I 14 001110 

I AF21 18 010010 
: AF22 20 010100 
, AF23 22 010110 
I AF31 26 011010 

-· -· 

AF32 28 011100 
AF33 30 011110 

I AF41 34 100010 
1 AF42 36 ..,100100 
l AF43 38 100110 
I EF 46 101110 

Table 4.3: DSCP AF and EF values 

DiffServ provides a simple way to categorize and prioritize network traffic aggregates. In 

IP version 4, where every router looked at the address, protocol, and port number fields, 

and then applied classification rules to each packet on a per-hop basis and classification 

rules \Vcre applied to a 4-bit TOS field and then a forwarding decision was made. DiffServ 

takes the IP TOS field, as a differential services byte, and uses it to carry information 

about IP packet service requirements. It operates at layer 3 only and does not deal with 

lower layers. DiffServ relies on traffic conditioners sitting at the edge of the network to 

indicate each packet's requirements. 

4.3 Per-Hop Behaviors (PHBs) and Codepoints 

PHBs are applied by the traffic conditioner to traffic at a network ingress point according 

to pre-determined policy rules. The traffic may be marked at this point, routed according 

to the marking, and then unmarked at the network egress point. DiffServ provides a simple 

method of classifying services of various applications. There are currently two standard 

PHBs defined that effectively represent two traffic classes, namely, 

a. Expedited Forwarding (EF) - is defined for low loss, low delay and low jitter 

service and any traffic that exceeds the defined policy will be discarded. The 

recommended DSCP value for this is 46. 
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b. Assured Forwarding (AF) - has four classes and three drop-precedence's 

within each class (equaling twelve code points). Excess AF traffic is not 

delivered with as high a probability as the traffic within the policy means it 

may be demoted but not necessarily dropped. 

: Drop Order Class I Class 2 Class 3 Class 4 
I Low AF11=001010 AF2 1 =0 1 00 1 0 AF31 =0 11 0 1 0 AF41=100010 

:'vledium AF12=001100 AF22=0 10100 AF32=011100 AF42=100100 
! lligh - AF13=001110 Af23=010110 AF33=011110 AF43=100110 _,_._ 

Table 4.4: General drop order based on clOlSses [8] 

The packets are marked at the edge of the network, by setting the DSCP fields of the 

packets according to their differentiated service value. Packets are buffered and scheduled 

in accordance to their DSCP values throughout the network by Weighted Random Early 

Detection (WRED) and Weighted Round Robin (WRR). Important traffic such as network 

control traffic and from corporate customers will be forwarded with high priority. The 

DSCP 6 bits is used to queue and schedule packets. General drop order for classes is 

shmvn in table 4.4. 

4.4 IP Service Level Agreements (SLAs) 

ln response to escalating performance requirements for critical applications, converged IP 

networks must become optimized for performance levels. Service Level Agreements 

(SLAs) that support application solutions are becoming an increasingly common 

requirement, and SLAs in the IP infrastructure are an essential part of optimizing the 

network for business. Network equipment must therefore verify service guarantees, 

validate network perfom1ance, improve network reliability, proactively identify network 

issues, and react to performance metrics with changes to the configuration and network. 

Traditional SLAs are layer 2 circuit-switched networks. These networks must meet a 

Committed Information Rate (CIR), or minimal guaranteed bandwidth, as well as a 

minimum guaranteed connectivity rate, which is expressed as a percentage (example: 

99.9%). This SLA is a fixed point-to-point circuit in no way indicative of the end-to-end 
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expenence of the end-user and their application. Moreover, the SLA goes with the 

customer following a migration from the legacy circuit( s) to other transport options. 

Therefore these traditional SLAs are limited and application-unaware. 

Customer 
CPE1 

·- Application Aware IP SLA 

Figure 4.5: End to End IPSLA 

- -1>- Customer 
CPE2 

IP networks are currently held accountable for carrying all types of applications that 

require networks and the Internet to provide the appropriate level of service for the 

appropriate application. These include integrated web, voice, video, and business-critical 

applications. In order to make real-time network decisions that ensure application QoS, it 

is important to measure end-to-end network performance statistics as data traverses the 

network. This end-to-end measurement is the only way to accurately assess whether the 

performance statistics are satisfactory enough to support the application(s). This is shown 

in figure 4. 5 and some of the main market drivers for requirement of enhanced SLAs are, 

I. Business-Critical Applications -

a. These are individual needs of the customers. (example; Enterprise 

Resource Management (ERP), Customer Relationship Management 

(CRM), Material Requirements Planning (MRP), portals, and client-server 

applications etc.) In order to meet business objectives, service providers 

must deliver these applications with a high degree of network performance. 

This can only be accomplished with a dynamic network that measures, 

adjusts, warns and assists with problem identification and troubleshooting. 
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2. Voice-

a. Dedicating a single converged network connection to voice, video, and data 

traffic reduces network complexity, resulting in measurable cost savings in 

hardware, software, and management while ensuring quality. 

3. Audio/Video Conferencing -

a. As virtual teams, global offices, and telecommuting are become more 

frequent, there is a corresponding increase in the importance of video and 

audio services. Examples of emerging applications include: 
" 

1. Audio and web conferencing tools allow real-time meeting places. 

11. Voice over IP (VoiP) phones in home offices enables 

telecommuters to traverse the company network. 

111. Seamless interface for scheduling and hosting multimedia 

conferences. 

IV. Unified messaging which is integration of voice, email, fax, and 

scheduling into one interface accessible both via voice and online. 

v. All of these value-added applications depend on an IP network that 

can deliver an appropriate level of network performance. 

4. Virtual Private Networks (VPNs)-

a. Customers could easily upgrade their network traffic over the MPLS VPN 

circuits when the provider can ensure the requested bandwidth and QoS 

with confidence. The increasing frequency of MPLS VPNs with QoS 

guarantees requires providers to pay closer attention to network 

performance. 

5. Outsourcing Services-

a. Many enterprises outsource their network and services from service 

providers. In the agreement, pricing are based upon variety of criteria 

related to network uptime, mean-time-to-repair (MTTR), bandwidth, 

latency, packet loss, and jitter. The agreements can also be specific to 

traffic types like database application (Premium package), Internet (Silver 

package) and email (Bronze package) etc. 
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Network engineers can use a variety of benchmarks, including delay, packet loss, jitter, 

packet sequencing and connectivity, to measure the quality of service delivered to the end 

user. An IP infrastructure that supports these metrics ensures a successful network-wide 

rollout of business-critical applications. 

Therefore, to ensure application delivery for customers, SLAs need to be tight. An IP SLA 

is an SLA that is set very precisely and thus provides a service level that is both realistic 

and high quality. Service Providers that support improved IP SLAs have the opportunity 
" 

to increase their business and to successfully rollout new applications. In order to tighten 

network SLAs, service providers need technology that support metrics and accuracy 

within the IP infrastructure. 

In this thesis, considering the need for IP SLA a software program has been developed 

based on JAVA and SNMP libraries which gather network performance metrics such as 

end-to-end delay, jitter, and availability and application performance (http) for each VPN 

customer circuits. The results are represented in graphs including summary which will 

ensure the service provider to deliver what customer expects. Standard SLA programs are 

much expensive asset in a service provider's CAPEX. Therefore this has been developed 

as a low cost solution which could be used as a tool until service provider's maturity. 

SNMP is one of the most commonly used technologies when it comes to network 

bandwidth and performance monitoring. Collections of information of device statistics are 

represented hierarchically in the devices Management Information Base (MIB). Object 

Identifiers (OIDs) uniquely identify managed objects within MIB hierarchy and SNMP is 

used to access them. OIDs are represented as a tree structure and each vendor have their 

own OIDs under the "private" column in an OlD Tree. Figure 4.6 shows an OlD tree 

hierarchy for CISCO. For example a complete OlD for CISCO router 7604 to obtain 

protocol information would be 1.3.6.1.4.1.9.9.42.1.2.2.1.1.X, where X is a number unique 

to a particular SLA which is used when configuring SLA in that device. The MIB used in 

this work is CISCO-RTTMON [16], [17] to query SLA details from CISCO devices. 
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This program uses SNMP JFreeChart to display graphs and SNMP4J libraries to query 

SNMP enabled devices and also uses Access database to store user information and 

perfonnance mercies for each SLA types concerned. The program is tested with CISCO 

7600 and 12000 series routers from a live MPLS network but can be customized for any 

equipment that supports SNMP and having their MIBs for the required OIDs to gather 

different SLAs. Figure 4.7 (a) and (b) shows the flow chart of the program operation using 

SNMP. 

D•rectory 
1 

Lxperimental 
j 

····-·-···· ····-··---········------------------~· 

/ 

Enterprise 

' 

I 
Secunty 

5 

----------····--··············· 

Figure 4.6: MIB tree for vendor CISCO ( 1.3 .6.1.4.1.9 .X.X.X.X.X) where "X" represents values 

specific to a product. 

The flow chart below in figure 4.7 shows the operation of the program. Figure 4.7 (a) is 

the main polling program which uses SNMP to establish connection with SNMP enabled 

nodes and query configured SLA parameters in a sequence. Figure 4. 7 (b) describes 

Yiewing of customer performance reports. Once a customer and SLA is selected, the 

program retrieves data from database, perform any calculation if necessary and populate 

results graphically. 
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Figure 4.7: SLA program logic to generate performance reports. 

Each SLA parameter is maintained in separate tables in an Access database. Average 

values are calculated from the returned values from the devices in response to a query 

Crom the program and database is updated periodically. The polling time is 10 minutes but 

this could be customized. 
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simulations, the model behavior will change each simulation according to the set of initial 

parameters assumed for the environment. 

Several software packages exist for running computer-based simulation modeling of a 

network topology and there is limited number of simulation programs available 

commercially to do MPLS simulations which are very expensive. For example, MPLS 

module in OPNET simulator offers the most comprehensive and accurate performance 

predictions of networks that incorporate MPLS-TE technology and policies. Therefore an 

open source based network simulator known as "GNS3" [ 4] is used to setup and simulate 
/ 

the MPLS-TE tunnels initially and results are been captured in a real lab environment. The 

simulator is not used to capture or compare results with the real lab because of the 

extensive processing power it required and eventually delaying the response time of the 

routers and was difficult to obtain acceptable results. It was used to study and understand 

the concepts of MPLS-TE and the configurations were used in a real lab to obtain the 

results. 

5.2 Setting up MPLS topology and assigning traffic via TE tunnels 

In order to develop TE tunnels an MPLS network topology was implemented and tested in 

a real Jab environment using vendor equipments from CISCO and results are obtained. 

Simulation demonstrates how TE is used to divert traffic in an underutilized alternative 

path using tunnels. The following equipments and parameters were considered 

Simulation Parameters for the model, 

1. Core and Edge routers in GNS3 simulation program - CISCO 3640 with lOS 

software release 12.3 (26) 

2. Core and Edge routers in real test lab- CISCO 2800 IOS 12.4(15) 

3. Frame Relay Switch- CISCO 2821 with 3 asynchronous ports of 128Kbps and 

lOS 12.4 (8a) 

4. Links- 100 Mbps Ethernet for the whole topology using the GNS3 simulator 

and 128Kbps point to point 3 serial links for core routers in Lab environment 

via frame relay switch. The edge routed connected to core routers via 1 OOMbps 

Ethernet connections. 
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5. Routing Protocol- BGP and ISIS 

6. "Iperf' tool is used to generate UDP traffic via the backbone to the other end 

from PCl to PC3 

7. Initial bandwidth reserved for each interface 96Kbps for the real lab and 

512Kbps for the simulation. 

Figure 5.1 shows the topology diagram simulated in GNS3 and figure 5.2 is the diagram 

for the real lab network. Router configurations are attached in appendix A and B. Routers 

C I, C2 and C3 are the core routers and PE 1, PE2, and PE3 are the edge routers. MPLS is 
J 

enabled on all core router interfaces and all edge router interfaces facing the core network 

side. The Interior Gateway Protocol (IGP) used is IS-IS within the core and customers 

routes are propagated using BGP peering with all edge routes using their loop back 

addresses. Customer-end networks used are 192.168.1.0, 192.168.2.0 and 192.168.3.0. By 

default IS-IS selects the shortest path C2 C3 to steer traffic and the link C2 Cl C3 is all 

most idle. One solution to occupy this idle link is to change default metric values of the 

protocol but this would be cumbersome in large complex service provider network. The 

\ iable solution is to implement TE for less critical traffic such as Internet and email which 

could be diverted via the longest path C2 Cl C3. Delay sensitive applications like voice, 

video or database access can be routed via the shortest path providing adequate end to end 

response time, jitter and delay. 

In the real lab, tunnel 0 (TO) was setup to follow PE 1 C2 C3 PE3 path and traffic destined 

to 192.168.3.0 was routed through TO. Traffic destined to 192.168.7.0 was routed through 

PE 1 C2 C 1 C3 PE3 tunnel 1 (T1) path. TE was enabled on interfaces of C 1, C3 and C2 

(except fast Ethernet 1/0) and on all fast Ethernet 0/0 of edge devices. Initial bandwidth 

reserved was 96K on each TE enabled interfaces. 
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(10.11.0.8) (10.12.0.1) 

1 . fe0/0 
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Figure 5.1: Initial Topology creations in GNS3, all routers are CISCO 3640 with lOS version 

LO 10.:1 0.8 

$) 
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.o 192.1£8.1.10 
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~
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12.3(26) 

L0:10.11.08 

r.vo: 192.168 3.5o 

$) 
PC3 

e0:132 1€8.3.52 

Figure 5.2: MPLS network Topology implemented in Lab, all routers are CISCO 2800 and core 

serial links are connected via a Frame Relay Switch 
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In real lab environment tunnels TO and T1 were setup with 48Kbps (priority 7) and 

32Kbps (priority 2) of bandwidth respectively. A tunnel of priority 2 has a better priority 

than a tunnel of priority 7 and this could be clearly seen in figure 5.8 (a). 

Initial neighbor relation ship between the edge and core routers are shown below in 

figures 5.3 (a) to (f). All routers are peering with their loop back addresses LO and 

customer routes 192.168.3.0, 192.168.7.0, 192.168.2.0 are been propagated on each edge 

node via BGP. Figure 5.4 shows the routing tables for these networks. 

,. 
PE1#sh isis topology 

IS-IS paths to level-2 routers 
em Id Metric Next-Hop Interface SNPA 

10 C2 Fa0/0 0017.9491.0a88 
PEl 

Cl 
PE2 

20 
30 

20 
20 

~.:2 
F'E3 

PE3 
C2 
c2 

Fa.0/0 
Fa.0/0 

Figure 5.3 (a): Topology Information in Router PE 1 

PE2#sh isis topology 

IS-IS paths to 
system rd 
C2 
PEl 
(=3 
PE3 
Cl 
PE2 

level-2 routers 
Metric 
10 
20 
20 
30 
20 

Next -Hop 
C2 
C2 
C2 
C2 
C2 

Interface 
Fa0/0 
Fa0/0 
Fa0/0 
Fa0/0 
Fa0/0 

Figure 5.3 (b): Topology Information in Router PE2 

PE3#sh isis topology 

rs-rs paths to level-2 router-s 

PEl 
~- ,) 

PE3 
·=1 
PE2 

em rd Metric 
20 
30 
10 

20 
30 

Ne>;t -Hop 
C3 
C3 
C3 

C-. 
" C3 

Interface 
Fa0/0 
Fa0/0 
Fa0/0 

Fa0/0 
Fa0/0 

Figure 5.3 (c): Topology Information in Router PE3 

41 

0017.9491. Oa88 
"t~PLS TE-TUtmel 

"MPLS TE-Tunnel 
0017.9491. Oa88 
0017. 94 91. Oa88 

s~~PA 

0017. 94 91. Oa89 
0017.9491. Oa89 
0017.9491. Oa89 
0017.9491. Oa89 
0017.9491. Oa89 

SNPA 
0017.95bb.d968 
0017.95bb.d968 
0017.95bb.d968 

0017.9Sbb.d968 
0017.95bb.d968 



cl#sh isis topology 

rs-rs paths 
srstem Id 

F'El 
1::; 
F'E3 
Cl 
F'E2 

to level-2 routers 
Metric 
10 
20 
10 
20 

20 

Next-Hop 
C2 
C2 
C3 
C3 

C2 

Inter·face SI'JF'A 
Se0/0/0.102 DLCI 102 
Se0/0/0.102 DLCI 102 
Se0/0/0.103 DLCI 103 
Se0/0/0.103 DLCI 103 

Se0/0/0.102 DLCI 102 

Figure 5.3 (d): Topology Information in Router Cl 

C2#sh isis topology 

IS-IS paths to level-2 routers 
system Id Metric Next-Hop 
C2 
F'El 
C3 
PE3 
C1 
PC 

10 
10 
20 
10 
10 

F'El 
C3 
C3 
Cl 
PE2 

" Interface 

Fa0/0 
se0/0/0.203 
se0/0/0.203 
se0/0/0.201 
Fa0/1 

SNF'A 

0017.95aa.61e0 
DLCI 203 
DLCI 203 
DLCI 201 
0017.95aa. 7140 

Figure 5.3 (e): Topology Information in Router C2 

c3#sh isis topology 

IS-IS paths to level-2 routers 
system rd Metric 
C2 10 
PEl 20 
C3 
F'E3 
Cl 
F'E2 

10 
10 
20 

t'text-Hop 
C2 
C2 

F'E3 
C1 
C2 

Interface SNPA 
Se0/0/0.302 DLCI 302 
Se0/0/0.302 DLCI 302 

Fa0/0 0017.95aa.SfbB 
Se0/0/0.301 DLCI 301 
Se0/0/0.302 DLCI 302 

Figure 5.3 (f): Topology Information in Router C3 
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h ip route 
c - connected. s - static, R RIP, M - mobile. B -
D - EIGPP, E~- EIGRP efternal, 0- OSPF, IA- OSPF inter area 
N1 - OSPF NSSA nal type 1, N2 - OSPF external type 2 

1 - OSPF 1. E2 - OSPF type 2 
- IS-IS, summary. L1 IS-IS level-1, L2 - IS-IS level-2 

a - IS-IS inter area, u - candidate default, u - per-user· static route 
o - ODP, P - periodi<: dD'wnloaded SLatic route 

Gat e¥lay of last res or·t is not s e1: 

L2 
L2 
L2 
L2 
L2 
L2 
L2 

L2 
L2 

1.72.32.0.0/24 is subnen.ed. l subnets 
1.72.32.1..0 is directly .. :onnected. FastEthernec0/1..200 

10.0.0. is variably subnetted, 12 subnets, 2 masks 
10. .1. 0/30 is directl connected, FastEthernet0/0 
10.11.0.1/32 [115/20] a 1.0.11.1.2, FastEthernet0/0 
10.1.1.2.0/30 [115/20] a 10.11.1.2, FastEtherne1:0/0 
10.12.2.0/30 [115/30] a 10.11.1.2, FastEthernet0/0 
10.13. 2. 0/30 [115/20] vi a 1.0.11.1. 2, FastEthernet0/0 
10.1.3.1.0/30 [115/20] \tia 10.11..1.2, FastEthernet0/0 
10.13.0.1/32 [115/30] via 10.11.1.2, FastEtherne1:0/0 
10.12.1.0/30 [115/30] via 10.11.1.2. Fas1:Ether-net'O./O 
10.1.2.0.1/32 [115/30) via 10.11.1.2, FastEtherne1:0/0 
10.11.0.8/32 is directlf cmYrPcced, Loopbacko 
10.12. 0. 8:?2 ~115<40110.11.1. 2], Fastnherne1:0/0 
H).,' r; u n n' ... ~o l!la 10.11:.1.2, FastE1:herne1:0/t1 

a 10.12.0.8. 01:30:58 
.:onnened, FastEthernet0/1. 50 
10.13.0.8, 00:57:16 

rectly· <:onnectecl, FastEther·net0/1.100 
8 !1fXJ -lh:" ~ Ul./'.:il ILUV/VI Via 10.~2.0.8, 01:05:28 

Figure 5.4: IP routing table showing customer subnets and next hop addresses 

The figures 5.5 (a) shows, all packets take the default shortest path identified by the 

shortest path algorithm and figure 5.5 (b) illustrates that's packet destined to 192.168.7.1 

address can be steered via the alternative longest path using a tunnel T1. Each tunnel has 

their head-end originating from PEl and tail- end at PE3. Figures 5.7 (a) and (b) shows 

tunnel status, allocated bandwidth and priority values. There are many ways to assign 

traffic to the tunnels. Here we use policy based routing at input interface of PE 1 fast 

Ethernet 0/1. 
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~~~~~~~~~~~~~~~~~~~~~~~~~~~Trace ~o des~ina~ion withou~ tunnels~~~~~~~~k~~~~~~~k~ 

c:\>tracert 192.168.7.1 

Tracing route to 192.168.7.1 aver a maximum of 30 hops 

<1 ms <1 ms <1 ms 192.168.1. 50 
4 7 ms 4 7 1115 4 7 IllS 10.11.1. 2 
41 ms 37 1115 37 IllS 10 .11. 2. 2 
2 8 IllS 28 ms 28 ms 192.168.7.1 

Tt' ace complete. 

c:\>tracert 192.168.3. 52 

Tracing route to 192.168.3.52 over a maximum of 30 hops 

1 <1 rns <1 IllS <1 rns 192.168.1. 50 
2 4 7 rns 4 7 tll5 4 6 rns 10.11.1.2 
::; 37 ms 37 ms 37 rns 10.11.2.2 J 

4 23 tllS 23 rns 23 rns 10.12 .1.1 
28 ms 27 ms 27 ms 192.168.3. 52 

Tt' ,:f•:e cotllp let e. 

Figure 5.5 (a): Trace through PEl to PE3 takes the shortest path always for 192.168.3.52 and 

192.168.7.1 destination network 

~~~u~~~~~~~~*u~*~*u~~~~*~****Trace to destination with tunnels~******k**~**~******~**~ 

~=: :rtr~a.=:et~t 192.168.:i.52 

Tra~ing route to 192.168.3. 52 over a maximum of 30 hops 

1 <1 ms <1 ms <1 ms 192 .168.1. 50 
2 4 7 ms 47 ms 47 ms 10.11.1.2 
3 37 ms 37 ms 42 ms 10.11.2.2 
4 156 ms 23 ms 23 ms 10.12.1.1 
5 28 ms 27 ms 27 ms 192.168.3. 52 

Tl' ace complete. 

~-·\:rtracert 192.168.7.1 

Tra~ing route to 192.168.7.1 over a maximum of 30 hops 

1 <1 ms <1 ms <1 ms 192.168.1. 50 
70 ms 70 ms 70 ms 10.11.1.2 
61 ms 60 ms 60 ms 10.13. 2. 2 

4 51 ms 51 ms 185 ms 10.12.2.1 
213 ms 41 ms 41 ms 192.168.7.1 

Tt' ace ·=omp let e. 

Figure 5.5 (b): Trace through PE 1 to PE3 for 192.168.7.1 takes the alternative path 

PEl#sh ip rsvp interface 
interface rsvp allocated 
Fa0/0 ena BOK 

i/f max 
96K 

flow max sub max 
96K 0 

Figure 5.6: Total bandwidth reservation by both tunnels at fast Ethernet 0/0 is 80Kbps at PE 1 
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PEl#sh mpls traffic-eng tunnels tunnel 0 

(TunnelO) oestinacion: 10.12.0.8 
r~ame: PE1_cU 

scat us: 
A.drrri n: 
path 

oper: up Path: valid signalling: cormecced 
on 1U, type explicit paThc2c3 (Basis for secup, pach 1veigh1: 30) 

confi g Parameters : 
fi3anCf9llitF\:4lrl ):bps (Global) PrioriTy: AffiniTy: OxO/OXFFFF 
Me1:r1c Type: TE (de~aulT) 
A.ucoRouce: enabled LockDown: disabled Loadshare: 48 bw-based 

o-b;v·: disabled 
A·:t4•Je PaTh option Parameters: 

state: explicit paTh option 10 i active 
BandwidTh<=,verride: disabled Down: disabled verbaTim: disabled 

InLabel 
outLabel : FastEThernet0/0, 25 
f::SVF' Signalling Info; 

sr·c 10.11.0.8, ost 10.12.0.8, Tun_Id 0, Tun_Instillf!ce 9 
PSVP Path Info: 

M ·Address: 10.11.1.1 
Dp lClt Route: 10.11.1.2 10.11.2.2 10.12.1.110.12.0.8 
·ecorc .ou.e: NONE 

Tspec: ave rate=48 kbits, burst=1000 bytes, peak rate=48 kbils 
fi.SvP R.esv Info: 

Record ROUte: NONE 
Fspec: ave raTe=48 kbits. burst=1000 bytes. peak r·ate=48 kblts 

shortest unconstrained Path Info: 
Path \>ieiqht: 30 (TE) 
Explicit-ROUte: 10.11.1.2 10.11.2.2 10.12.1.1 10.12.0.8 

Hi StOr')/: 
Tunnel: 

Time since created: 1 hours, 32 minutes 
Time si h change: 1 hours, minutes 
Number ros (Tun_rnst used: 9 

currenT LSP: 
UpTime: 1 hours, 32 minuTes 

Prior' LSP: 
ro: path opTion 10 [6] 

Figure 5.7 (a): TO reserved with 48Kbbps and priority 7 and explicit route shows the shortest path 

via C2 C3 
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FEl#sh s traffic-eng tunnels ~unnel 1 

1:ame: PEl_tl (Tunnell) Destination: 10.12.0.8 
Status: A.dmin: up oper: up Path: valid signalling: connected 

path option 20, type explicit pathc1c2c3 (Basis for setup, path weight 40) 

confi q Parameter-s : 
[Ei~~lfl~:f[!1:fi~:J]] .. d fkbps (Global) pr-iority: Affinity: OxO/O~FFFF 
Metrlc Type: TE l e ault) 
A.utoPotrte: enabled LockDown: disabled Loadshare: 32 bw-based 
auto-bw: disabled 

Active Path ion Parameters: 
state: cit path option 20 is active 
eanchvidt ride: disabled Lod:oown: disabled verbatim: disabled 

InLabel 
outLabel : FastEthernet0/0, 26 
RSVP signalling Info: 

src 10.11.0.8, ost 10.12.0.8, Tun_Id 1, Tun_rnstjnce 14 
RS\/P Pa~h Info: 

f•1y Address 10.11.1.1 
Expli · 10.11.1.2 10.13.2.2 10.12.2.1 10.12.1.1 

10.12.0.8 
Pe<:ord ROU~e: NONE 

ave ratez32 kbits, burst;1000 bytes, peak rate;32 kbits 
Info: 

Reccwcl Route: NONE 
: ave ra~e;32 kbits, burst;1000 by'les, peak ra"te~32 kbits 

short unconstrained Path Info: 
Pat \Veiqht: 30 (TE) 
Explicit-Route: 10.11.1.2 10.11.2.2 10.12.1.1 10.12.0.8 

History: 
Tunnel: 

Time since created: 1 hours. 32 minutes 
Time since path change: 1 hburs, 32 m4nutes 
t•Jumber of LSP IDS (Tun_Instances) used: 14 

cur-rent LSP: 
Uptime: 1 hours. 32 minutes 

Pr-ior· LSP; 
ID: path option 20 [7] 

Figure 5.7 (b): Tl reserved with 32Kbps and priority 2 and explicit route shows the longest path 

hops via C2 Cl C3 

From figure 5.8 (a) tunnel T1 with priority 2 consumes 32 Kbps and reservable bandwidth 

is 64Kbps (96-32) and any tunnel with priority less than 2 (3 to 7) sees reservable 

bandwidth as 64Kbps. Thus tunnel TO with priority 7 consumes 48Kbps and reservable is 

l6Kbps. This shows important tunnels gets more resources. 
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Po:l#sh mpls naffi,:-eng topology 10.11.0.8 

r<:;P rd: 0100.1100.0008.00, MPLS TE rd:10.11.0.8 Router Node (isis level-2) 
link[O]: Pcdnt-to-Pnint, Nbr IGP rd: 0100.1100.0001.00, nbr_nnde_id:l. 

fraq_id o. rntf A.ddress:10.11.1.1, Nbr Intf Address:10.11.1.2 
TE ~etric:10, IGP metric:10, attribute flags:OxO 
SRLGs: None 
physi.:al 

b\>i[O] 
bw[1] 
bw[2] 
bw[3] 
bw[4] 
bw[S] 
bw[6] 
bw[7] 

A'JJ 
B\•1 tvbps 

(kbps), max_reser·vable_bw_qlobal: 
,_sub: o (kbps) -

0 

0 
0 

Global Pool 
Reservable 
BW (~bps) 

96 

64 
M 

sub Pool 
Reservable 
BW (kbps) 

0 
0 
0 
0 
0 
0 

-'0 

(kbps) 

i d 2 
gen:14 

Figure 5.8 (a): Bandwidth allocation in PE 1 at Fast Ethernet 0/0 interface ofrouter PEL 

BW (2) and BW (7) are the priorities of the tunnels, 

PE1#sh mpls traffic-eng link-management bandwidth-allocation fastE"thernet 0/0 
system Information:: -

Links count: 1 
e.andwidth Hcl rime: mac 15 seconds 

Link IC•:: Fa0/0 ,11.1.1) 
1 

L inl Status: 
SRLGs: NOne 
rntfc switching capability Descriptors: 

Default: Intfc switching cap psc1, Encoding ethernet 
Link Label Type: Packet 
Physical Bandwidth: [f28J kbits/sec 
ro~ax Res Global ow: ,2!L}bits,/sec (reserved: 0% in, 83% out) 
ro~.:~:o Pes ow: 0 kbits,/sec (reserved: 100% in, 100% out) 
B\IJ pt s: 2 
r'1PLS TE L i state: fv1PLS TE on. PSI/P on, admin-up, flooded, allocated 
Inbound Admission: r· eject -huge 
(•utbound A.dnrission: allow-if-room 
Admin. '"'ei,jht: 10 (IGP) 
IGP Neighbor count: 1 
up Thresholds: 1 2 5 
Down Thresholds: 5 2 1 

DO\vnstream Global Pool Bandwidth Information (kbits/sec): 
KEEP PRIORITY 8\>i HELD 8\'l' TOTAL HELD 8\-1 LOCkED B\>i TC•TAL LOCKED 

0 0 0 0 0 
1 0 0 
~ 0 0 
3 0 0 
4 0 0 0 
5 0 0 0 
6 0 0 0 
7 0 0 [4.8] 

Downstream sub Pool Bandwidth Infcwmation (kbits/sec): 
lo-:EEP PRIORITY 8\li HELD 8\•1 TOTAL HELD B\-1 LOCk:ED 

0 0 0 0 
1 0 0 0 
2 0 0 0 
3 0 0 0 
4 0 0 0 
5 0 0 0 
6 0 0 0 
7 0 0 0 

0 
32 
32 
32 
32 
32 
80 

8W TOTAL LOCKED 
0 
0 
0 
0 
0 
0 
0 
0 

Figure 5.8 (b): Bandwidth allocation by both tunnels TO and T1 at Fast Ethernet 0/0 interface of 

router PEl 
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PEl#sl~, 4 r· out e 
codes: - connected, s- stati , R- RIP, M- mobile, 8- BGP 

D- EIGRP, EX- EIGRP e~ternal, 0- OSPF, IA- OSPF inter area 
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2 
E1 - OSPF external type 1, E2 - OSPF external type 2 
i IS-IS SU - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS l ;:' 
ia - I inter area, w - candidate default, u - per-user stat c route 
o - ODR, P - periodic downloaded static route 

,:;.:neway of last resort is not set 

172.32.0. is subnetted, 1 subnets 
172.32 .. 0 is directly connected, FastEther·net0/1.200 

i L 
l L 

L 
L 
L 
L 

10.0.0.0/8 is variably subnetted, 12 subnets, 2 masks 
10.11.1.0/30 is dir·ectl~' connected, Fastfther·net0/0 
10.11.0.1/32 [115/20] v1a 10.11.1.2, FastEther·net0/0 
10.11.2.0/30 [115/20) via 10.11.1.2, FastEthernet0/0 
10.12.2.0/30 [115/30] via 10.11.1.2, FastEthernet0/0 
10.13.2.0/30 [115/20] via 10.11.1.2, FastEthernet0/0 
10.13.1.0/30 [115/20] v a 10.11.1.2, FastEthernet0/0 
10.13.0.1/32 [115/30] a 10.11.1.2, FastEther--tlet0/0 

c 

8 
c 
E: 

L2 

L2 

10.12.1.0/30 [115/30) a 10.11.1.2, FastEthernet0/0 
10.12.0.1/32 [115/30] via 10.11.1.2, FastEthernet0/0 
10.11.0.8/32 is directl connected. LooobackO 
10.12.0.8,/32 [115/40] a 

[115/4 0] vi a ~-'-:7-~:'-'-:::..:-.,:,=c..u..:.::-'-'I'-
L2 .. 10.13.0.8/32 [115/30) via . , 

[192.168.7.0/241 [200/0] via 10.12.0.8, 01:30:58 
'J:-gz-:T60:T-:lJ/Z4 is directly connected, FastEther·net0/1. 50 
192.168.2.0/24 [200/0] via 10.13.0.8, 00:57:16 
192.168.100.0/24 is directly connected, FastEthernet0,/1.100 
I~;<2~-IJ:t;.,3-:-o724J [200,./o] vi a 10.12. o. 8, 01:05:28 

PEl#sh ip route 10.12.0.8 
Routi entr·.: 10.12.0.8/32 

via {,i s", distance 115, metric 40, type level-2 
Redistributinq via isis 
Last update from 10.12.0.8 on TunnelO, 01:32:48 ago 
Routing Descriptor Blocks: 
" 10.12.0.8, frcm1 10.12.0.8, via Tunnell 

R.ow:e metric is traffic shar·e count is 2 
10.12.0.8, from 10. .0.8, via TunnelO 

Route metric is 40, traffic shar·e count is 3 

Figure 5.9: IP routing table after tunnels are been setup and PE3 ( 1 0.12.0.8) has two paths Tunnel 

TO and T1 

••••••••••••••••••••••uop traffic (12Kbps) from PEl to PE3 customer 192.168.7.o••••• 

Microsoft WindoNs XP [Version 5.1.2600] 
(_1:::::1 l::::opyrlght 1 1~185-2001 r(llicrosoft corp. 

C:\1\iperfo-iper-f.exe -u -c 192.168.7.1 -t60 -il -b12K 

lient connecting to 192.168.7.1, UDP port 5001 
ending 14 70 byte dat agt· ams 
DP butfer size: 8. 00 KByte (default) 

[1716] local 192.168.1.10 port 1050 connected with 192.168.7.1 port 5001 
[ ;: D] I nt erv a l Transfer Bandwidth 
[171E,] 0. 0- 1. 0 se·~ 2. 87 KBytes 23. 5 Kbits/sec 
[1716] 1. 0- 2. o sec 1. 44 r;Bytes 11. 8 Kbitsjsec 
[1716] 2.0- 3.0 sec 1.44 KBytes 11.8 Kbits/sec 
[1716] 3.CJ- 4.0 sec 1.44 KBytes 11.8 r;bits/sec 
[ 
[1716] 59. 0-6C'. 0 sec 1. 44 KBytes 11.8 Kbits/sec 
[ I D] I nt erv a l Transfer Bandwidth 
[1716] 0.0-61.8 sec 90.4 KBytes 12.0 Kbits/sec 
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Figure 5.10 (a): "lperf' tool is sending 12Kbps UDP traffic to destination 192.168.7.1 from PC! 

•uuuuu••u••••••uu••••u••uoP traffic (30KKbps) from PEl to PE3 customer 192.168.3.0••••• 

·=:\1\iperf>iperf.exe -u -c 192.168.3.52 -tl20 -il -b30K 

lient connectinq to 192.168.3.52, UDP pon 5001 
endinq 1470 byte datagrams 
C•P buffer· si::e: B.•X• kBy-re (default) 

[1716] l•J•:al 192.168.1.10 pon 1049 connected w·ith 192.168. 3. 52 pon 5001 
[ ID] Inten·al Transfer Bandwidth 
[1716] o.o- 1.0 sec 4.31 KBytes 35.3 Kbits/sec 
[1n6] 1.0- 2.0 sec 4.31 KBy-res 35.3 Kbits/sec 
[1716] 2.0- 3.0 sec 2.87 KBytes 23.5 Kbits/sec 
[1n6] 3.0- 4.0 sec 4.31 KBytes 35.3 Kbits/sec 

[1716] 118.0-119.0 sec 4.31 KBytes 35.3 Kbits/sec 
[1716] 119.0-120.0 sec 4.31 KBytes 35.3 Kbits/sec 
[ ID] Interval Transfer Bandwidth 
[1716] 0. 0-1~0. 8 sec 442 KBytes 30.0 Kbits/sec 
[1716] server Report: 
[1716] 0. 0-120.8 sec 442 KBytes 30.0 Kbits/sec 

J 

1.165 ms 0/ 308 (0%) 

Figure 5.10 (b): "lperf" tool is sending 30Khps UDP traffic to destination 192.168.3.52 for 120 

seconds from PC1 

Above figures 5.10 (a) and (b) shows traffic of 12Lbps and 30Kbps been sent which could 

be seen at tunnel interfaces shown in figure 5.11 (a) and (b) 

PEl#sh int tunnel 0 
nmnelO is up, line protocol is up 

Hardwar·e 1 s Tunnel 
Interface is unnumbered. using address of LoopbackO (10.11.0.8) 
r.nu 1514 b:;{tes, e·~1 100 ~<:bi ec 50000 usee, 

r·eliabi lity 255/255, t oad 55, rxload 1/255 
Encapsulation TUNNEL, loopback not set 

ive not set 
Tunnel source 10.11.0.8, destination 10.12.0.8 
Tunnel protocol/ .. tt"ansport Label switching 

Tunnel transmit bandwidth 8000 (kbps) 
Tunnel receive bandwidth 8000 (kbps) 
Last input never, output 00:16:07, output hang never 
Last clear·ing of "show interface" counters never 
Input queue: 0/75/0./0 (size/max/drops/flushes); Total output drops: 0 

nq strateqy: fifo 
output queue: 0/'0 (size/max) 
5 minute input rate 0 bj,t";;jsec, 0 packets/sec 
5 minute output rate ll}JoQQ]bits/sec, 2 packet 

0 packets input, 0 bytes, 0 no buffer 
Received 0 broadcasts, 0 runts, 0 giants, 0 throttles 
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored, 0 abort 
1396 packets output, 1290889 bytes, 0 underruns 
0 output errors, 0 collisions, 0 interface resets 
0 unknown protocol drops 
0 out put buffer failures, 0 out put buffers S'lvapped out 

Figure 5.11 (a): Tunnel 0 interface bandwidth 29Kbps 
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PEl#sh int tunnel 1 
Tunnell is up, line protocol is up 

Hardware is Tunnel 
Interface is unnumbered. using address of Loopbacko (10.n .. 0. 8) 
MTU 1514 bytes, B'w' 100 Kbit/sec, OLY 50000 usee, 

reliability 255/255, txload 28/255, rxload 1/255 
Encapsulation TUNNEL, loopback not set 

ive not set 
Tunnel source 10.11.0.8, destination 10.12.0.8 
Tunnel protocol/transport Label switching 

transmit band;viclth 8000 (kbps) 
re•:eive bandwidth 8000 (kbps) 

nput never, output 00:00:48, output hang never 
Last clearing of "show interface" counters never 
Input queue: 0/75/0/0 (size/max/drops/flushes); Total output drops: 0 
queueing strategy: fifo 
output queue: 0/0 (size/max) 
5 minute input rate 0 bits 'sec, 0 packets/sec 
5 minute output rate 11000 bits/sec, 1 packet:!'/sec 

0 e'ts inpu't, 0 .<ytes, 0 no buffer 
ved 0 broadcasts, 0 runts, 0 giants, 0 throttles 

0 input errors. o CRC, 0 frame, 0 over·run, o ignored, 0 abort 
462 packets output, 204562 bytes, 0 under·r·uns 
o output errors, 0 collisions, 0 interface resets 
0 unknO\vn protocol drops 
0 output buffer failures, 0 oGtput buffers swapped out 

Figure 5.11 (b): Tunnell interface bandwidth llKbps 

Figure 5.12 represents the flooding during change in interface state of a tunnel 1 to the 

whole topology at C2. The state information is flooded in all 3 links of C2. 
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.. ., ...... ~,, .. ,..,:.'1.'/.'"'"" .. "':.""'~":.Tunnel 1 m3.nually 

a·1 11 :27:3G.16ti: TE-U4-AC+11T: Acinission conuol received RSVP Resv delete notification fot' 10.11.0.3 1_28 (10. 

1- '0. 8) 
l'11112:27:36.161:,: TE-LH-RSRC: ragPM Delete Downstream:: den: 10.12,1).8/1, src: 10.11.0.8i28, Fa0/0 --> seO/ 

~~94967294. 
'Hn 11 12: 
"cln 1112:27:36.17): THJ4-Il\li: 

'"} 11 12 27 36.170 
"'J.?.:l 11 12 27 3r).171) 

11 12 27 36.Fl 
'Jan 1112 27 36.170 
'Jar> 11 12 27 36.170 

1112 27 36.170 
11 12 n 36.170 

"Jan 111.:: 27 36.17(1 
';Jn 11 27 
":i'l 11 27 
·1 11 2736.170 

11 12 27 17•) 
'JYI 11 :2 27 36.170 

11 12 27 36.1!1) 
1112 27 36.17;) 

:tn 1112 ~7 36.170 
" a:~ 11 12 27 36.170 
... :~n 11 1? 27 36.17U 
" an 11 1? 27 36.170 

l'1 11 E 27 36.17~> 
an 11 1? 27 36.170 

11 ~7 )6. 
an 11 12 27 3>i.Pl 

11 12 ?7 3•i.Fl 
1n 11 12 27 36.171) 
a··, 11 1? 27 36. F) 
1n 11 12 27 36.174 

TE-LJ1-AOV: LSA.: 

sr·.:: 10.11.0.8/28. up_tag: 

: "'" F1oodin1J node information '"" 

IP 1.1 

Global POO 1 SUb PCO 1 

96 0 kbi1:s/sec 
96 0 kb~ts/sec 
96 o kbits/sec 
96 o kbits/se·: 
96 0 >bits/sec 
S•6 0 kbits/sec 
96 !) kbits/sec 
96 0 vbits/sec 

Figure 5.12: Triggered flooding at C2 during Tl shutdown at PEl. The highlighted portion shows 

T I bandwidth 32Kbps been released during tunnel shutdown and this information is flooded to all 

TE enabled three links at router C2. 

5.3 QoS Marking using Differentiated Services Code Point (DSCP) 

The generated UDP packets were classified based on the table 5.13 below at the edge 

router PEl as premium and silver service levels. Premium service is for UDP sessions 

marked with priority value AF21 ( 18) at the input are queued with a priority bandwidth of 

48kbps at the output fast Ethernet0/0 to the sever 192.168.3.10. Silver service is for UDP 

sessions with the server at 192.168.7.10 and the packets are marked with AF 11 ( 1 0) at the 

input and queued with a priority bandwidth of 32kbps at fast Ethernet 0/0. Any other 

packets are classified as default service with no priority and rate limited to 64kbps at the 

output interface fast Ethernet0/0. Servers 192.168.3.10 and 192.168.7.10 are located 111 

PE3 and 192.168.2.50 is the Ethernet interface of router PE2 in the figure 5.2-
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Without QoS control and TE all packets destined to customers at PE3 would take the 

default shortest path of PEl, C2, C3, and PE3 thus idling the alternate path PE 1, C2, C 1, 

C3 and PE3 . The backbone capacity of core router C2 serial interface0/0/0 is limited to 

128Kbps and when the bit rate exceeds 128kbps, figure 5.14 shows packet drops at this 

interface. Figure 5.16 shows the UDP traffic generated to each network. By applying strict 

QoS control to low priority best effort data at the edge router PE 1 output interface 

Ethernet0/0 and only allowing premium and silver traffic to use the shortest path, packet 

drops are avoided at C2 serial interface0/0/0 as shown in figure 5.15. The best effort data 

still continues to reach customer at 192.168.2.50 at PE2 from PEl but excess of 64kbps 
j 

traffic is dropped at PE 1 as shown in figure 5 .16. Premium and silver class traffic after 

queuing at the output interface can be routed via any tunnels TO or T1 to destination 

networks at PE3 as described in section 5.2. 

Service DSCP Markings Destination network 

Premium AF21 (18) 192.168.3.10 

Silver AF11 (10) 192.168.7.10 
f-----· 

Best Effort NIL 192.168.2.50 

Table 5.13: Classifying of packets based on DSCP marking 

C2fsh int serial 0/0/0 
serialO/O,.t\> is up, line protocol is up 

Hardware is GT96K serial 
HTU 1500 bytes, 8'1'1 1544 Kbit/sec. DLY 20000 usee, 

reliability 255/255, txload 17/255, rxload 1/255 
Encapsulation FRAI<1E-RELAY, l oopback not set 
~eepalive set (10 sec) 
CRC checkinq enabled 
LMI enq sent 98, U•'1I stat recvd 97, LMI upd recvd 0, OTE LMI up 
LMI enq recvd 0, LMI stat sent 0. LMI upd sent 0 
UU OLCI 11.)23 Uvli type is CISCO frame relay DTE 
FP. svc disabled, LAPF state dmvn 
Broadcast queue 2/64, broadcasts sent/dropped 774/0, interface broadcasts 740 
Last input 00:00:00, output 00:00:01, output hang never 
Last cle.:;rinq of "show interface" counters 00:16:19 
Input queue: -0/75/0/0 (size/max/drops/flushes); Total output drops: 
Queueing stratec : 1 o 
output queue: 140,!40 (size/max) 
5 minute inpu,;r.at'e 5000 bits,/sec, 1 packets/sec 

minute output r·ate 105000 bits,/sec, 22 packets/sec 
2332 packets input, 1033028 bytes, 0 no buffer 
Recei•ed 0 broadcasts, 0 runts, 0 qiants, 0 throttl 
0 inout e1·rors, 0 CRC, 0 frame, 0 overrun, 0 ignored, 0 abort 
14706 packets output, 10469224 b).ttes, 0 unden·uns 
0 output errors, 0 collisions, 0 interface resets 
0 unknown protocol drops 
0 output buffer failures, 0 output buffers swapped out 
0 carrier transitions 
DCD=up DSR=Up DTR=Up RTS=up CTS=up 

Figure 5.14: Packet drops at C2 serial interface 0/0/0, Queue type is FIFO 
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C2#sh int serial 
serial0/0/0 is line protocol is up 

Hardware is serial 
MTU 1590 9~lt;es, Bw' ,1544 Kbit/sec, .~LY 20000 usee! 

relHbll1ty 255;255, txloacl 12/255, rxload 1/£55 
Encapsulation FR.Af1E-RELA.1', loopback not set 
Keepalive set (10 sec) 
CRC checking enabled 
Lf\<li enq sent 416, U•H stat recvd 416, u~r upd r·ecvd 0, DTE LMI up 
LrH recvd 0, LMI stat sent 0, LMI upd sent 0 
LHI 1023 U•H is CISCO frame rela•y DTE 
FP svc disabled, clown 
Br 0/64, sent/dropped 3237/0, interface br·oadcasts 30C!CJ 

: :00, output 00:00:00, output hang never 
Last cl ng "show interface" counters 01:09:22 
Input queue: 0/75/0/0 (si2e/max/drops,/flushes); Total output drops: 
Queueing strategy: fifo 
output queue: 0/40 (size/max) 
5 minute input rate 4000 bits/sec, o packets/sec 
5 minute output rate 76000 bits/sec, 12 packets/sec 

4868,packets input, 1929186 bytes, 0 no buffer ; 
Rece1ved 0 broadcasts, 0 runts, 0 qiants, 0 throttles 
0 input errors, 0 CRC, 0 frame, 0 6verrun, 0 ignored, 0 abort 

Figure 5.15: Packet drops are avoided at C2 serial interface 0/0/0 after QoS at PE 1 router 

c:\,1\iperf:ciper·f.exe -u -c 192,168.3.10 -t1800 -il -b40K 

connec~ing to 192.168.3.10, UDP por~ 5001 
ng 1-170 byte datagr'iHns 

UDP buffer size: 8.00 KB,y"te (default) 

[1716] local 192.168.1.10 port 1665 connec~ed wi~h 192.168.3.10 port 5001 
[ ID] rn~erval Transfer Bandwidth 
[1716] 0.0-l.Osec 5.74KBytes 47.0Kbits/sec 
[1716] 1.0- 2.0 sec 4.31 !<Bytes 35.3 !<bits/sec 

c:\2>1perf.exe -u -c 192.168.7.10 -t1800 -11 -b30K 

connecting to 192.168.7.10, UDP por~ 5001 
7() b;lte datagram::; 
si2e: 8.\)0 k:S:y'le (default) 

[1712] local 192.168. 10 port 1666 connec~ed with 192.168.7.10 port 5001 
[ ID] Interval Transfer Bandwidth 
[1712] 0.0- 1.0 sec 4.31 !<Bytes 35.3 Kbits,/sec 
[1712] 1.0- 2.0 sec 4.31 r<Bytes 35.3 Kbits/sec 

C:\1\iper·f>iperf.exe -Lr -c 192.168.2.50 -t1800 -il -b150K 

client connecting to 192.168.2.50, UDP port 5001 
sending 1470 by"te d.nagrams 
uc,p buffer- size: 8.00 K8y1:e (default) 

[1724] local 
[ ro] rm:en1 
[1724] 0.0-
[1724] 1. 0-

.168.1.10 port 1670 connected 
Transfer Bandwidth 

1. 0 sec 18.7 !<Bytes 153 1<bi 
2.0sec 18.7KByo:es 153Kbi 

wi~h 192.168.2.50 port 5001 

ec 
ec 

Figure 5.16: UDP packet generation using "iperf' tool 
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PEl#sh policy-map interface fast:Ethernet 0/0 
Fast:Ethernet0/0 

service-policy output: oubound 

queue stats for all priority classes: 
Queuein~ 
queue l1mit 64 packets 
(queue depth/total drops/no-buffer drops) 0/0/0 
(pkts output/by1:es output) 1.56/1.22460 

class-map: pr-emium (mat•:h-all) 
1.0631. packets, 1.603681.2 by1:es 
30 se ond offered rate 41.000 bps, drop r·.:ne 0 bps 
Match qos-group 1. 
Match dscp af21. (1.8) 
Prior ty: 48 kbps, burst b;,.n:es 1.50(), b,/w exceed drops: 0 

class-map: silver (match-all) 
8039 packets, ~21.21.882 bytes 
30 second offered rate 30000 bps, d;-op rate 0 bps 
Match: qos-group 2 
Match: dscp af~l. (1.0) 
Prior·ity: 32 kbps, bLwst bytes 1.500, b/w e:.:ceed drops: 0 

class-map: class-default (match-any) 
2601.2 packets, 371.59506 bytes 
30 second offered rate 1.56000 bps, drop rate 92000 bps 
~<'1at ch: any 

queue limit 64 packets 
(queue depth/total drops/no-buffer· drops) 0/0,./0 
(pkts output/by1:es output) 231.4/8221.06 
police: 

ci r· 64 000 , be 2 000 bye es 
conformed packets, 1.5880369 bytes; actions: 

transmit 
ex.ceeded 1.3226 packets, 2005061.6 bytes; actions: 

drop 
conformed 61.000 bps, exceed 92000 bps 

Figure 5.17: marked packets are queued into their appropriate queues and excess low priority are 
dropped at class-default 

PEl#sh queue fastEthernet 0/0 
FastEthernet0/0 queue size 0, 0 bytes 

pkts output 0, wfq drops 0, nobuffer drops 0 
WFQ: aggregate queue limit 25000 max available buffers 25000 

la s 1: bandwidth 48 exceed drops 0 
las 2: bandwidth 32 exceed drops 0 
ri r·it';/ Queue: limit 64 qsize 0 packets, 0 b:,'lespkts output 0 drops 0 

Figure 5.18: Class based queue at PE 1 output interface 

54 



PEl#sh poli C)/-map i nter·face fastEthenle't 0/l 

:::.ervi ce-pol icy input: SETOSCP 

class-map: voice (match-all) 
58 packets, 821.76 bytes 
5 minute offered rate 4000 bps, drop r·ate 0 bps 
Match: access-group lOl 
QoS set 

qos-gr l 
Pack marked 58 

ds 
mad:ed 58 

class-map: data (match-all) 
1.5 packets, 1.6988 bytes 
5 minute offered rate 2000 bps, drop rate 0 bps 
Match: access-group 1.02 
QOS Set 

qos-group 2 
Packets marked 1.5 ; 

dscp afll 
Packets marked 1.5 

class-map: class-default (match-any) 
88 packe-r:s, 1.1.3629 b:yrtes 
5 minute offered rate 4000 bps, drop rate 0 bps 
f\•lat ch: any· 

PEl#sh access-lis1:s 

standard IP access list rO 
Extended IP s list lOl 

lO permit any host 1.92.1.68.3.1.0 (1.57 matches) 
Extended IP s list 1.02 

lO permit any host 1.92.1.68.7.1.0 (45 matches) 

Figure 5.19: Packets are matched at the input interface PE 1 and marked accordingly to DSCP 

markings 

Classified packets are queued using a classed based queuing as shown in figure 5.17. 

Figures 5.18 and 5.19 show the outbound policy map "OUBOUND"" and the inbound 

policy map "SETDSCP" at the interfaces Ethernet 0/0 and 011 at PE 1 respectively. The 

packets are matched against access control lists at the input marked using DSCP values 

and queued at the outbound interface to queues. 

5.4 IP Service Level Agreements (SLA) customer reports 

The figures 5.20 (a) to (d) shows reports for a test "customer-A" of an operational test 

network from a customer end CISCO 1841 router to the nearest edge router 7604, the 

variation of round trip response time, jitter, availability and http transaction time for a test 

VPN "customer A". Results are queried every 10 minutes except availability from the 

customer nodes up-to the MPLS VPN network Availability calculated hourly bases. 
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Other parameters used are, 

• Source to destination link- WiMAX access 

• LINK signal levels at time of testing- uplink I downlink SNR is 25.4 I 29 dB 

• Shortest estimated distance from customer to base station is approximately - 500m 

• Link bandwidth- 128Kbps (access) 

• Source IP address (customer router)- 119.235.6.42 

• Destination IP address (edge router)- 119.235.6.41 

• Test Customer layer 3 VPN name- COL3-TEST2-128K-ILL 
j 

customer-A - Delay 
2:6 

:2-4 

:22 

::o 

18 

't.f:t~ 
16 

§. 1-l 
·~. 

5:2 12 <:t• 
0 
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:3: 

6 

-l 

(I 
10 20 30 -lO 50 e.o 

Twne (Min) 

Router Name : COL3-TEST2·128K-lll Packet Size : 28Bytes 

Source Address: 119.235.6.41 Protocol : 1plcmpEr:ho 

TargetAddress: 119.235.6.42 

Average RTT 21 .Oms/hout 

Figure 5.20 (a): Round trip time (RTT) response using "icmpecho" protocol 
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customer-A - Availability 
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Source Address: 119.235.6.41 

Target Address : 119.235.6.42 

Avg Availability : 91.42'/o 

Figure 5.20 (b): Availability of link from source to destination. Average availability is 91.42% 
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customer-A- Application(http) 
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Router Name : COLHEST2·128K·lll 

Source Address: 119,235,6,41 

Target Address : 11?.235,6.42 

Avg http Response: 202,17msfhour 

Figure 5.20 (c): HTTP transaction time to a web-server. Average time is 202.17 ms/hour 
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customer-A -Jitter 
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Source Address : 119.235.6.41 
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Avg Jitter : 2.0msfhour 

Figure 5.20 (d): Source to Destination positive Jitter. Average positive source to destination jitter 

is 2ms/hour 
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Chapter 6 

Conclusion 

In this thesis the integration of TE tunnels in the IP core together with IP SLA program to 

produce performance metrics to guarantee and ensure end to end QoS for customers is 

analyzed. The test results showed that critical traffic can be given a priority queue if QoS 

is implemented and the best way to implement qos is to use differentiated services 

markings due to the broader classification of classes available. Thus combined use of 

MPLS-TE and QoS for multiservice traffic in an IP network, service providers can ensure 

end to end guaranteed services and SLAs can be ensured to their customers by providing 

SLA perfom1ance reports using the IP SLA program. This program can be a feasible tool 

for growing service providers without any initial investment compared to commercial 

expensive software available. Also efficient use of backbone bandwidth in a fair way can 

be achieved. Summary of the project results is discussed below. 

Discussion of Results 

Core backbone WAN links are an expensive resource in a service provider's OPEX and 

MPLS-TE is one of the best ways to efficiently utilize them. The problem with routing a 

packet based on destination involves that every hop packet takes along the route is decided 

based on routing table and generally this path is the routing protocol's shortest path which 

may not be the best path always. For any reason if this forwarding path is experiencing 

longer delays or become congested, critical traffic may experience packet drops. 

Two tunnels were created to divert certain traffic through alternative path and results show 

both backbone links are utilized. This was shown by tunnel with priority 2 reserved 

32Kbps from the 96Kbps pool and tunnel with priority 7 reserved 48Kbps from 64Kbps 

pool. This also demonstrates more important tunnels (lower priority number) are free to 

push other tunnels and are allowed to get the required bandwidth from the total reserved 

pool. Both tunnels occupied 83% of the reserved bandwidth of 96Kbps using the 

reservation protocol. The generated UDP traffic of 30Kbps and 12Kbps were routed 

accordingly in proper tunnels. The routing table also correctly showed both tunnels TO and 
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T I for the desired destination as two alternative physical paths. It is further shown in the 

debug messages, that any change in tunnel states (Tl) caused triggered flooding ofthe link 

states to all connected TE enabled links at router C2 regardless of periodic flooding. The 

classification of packets based on DSCP classes showed that they are class based queued 

accordingly at the output interface of PE 1 and the packet drops at C2 serial interface were 

a voided. The best effort data packets which exceeded rate of 64kbps were dropped at PE 1 

output interface. The IP SLA performance report program for the test Customer-A on an 

operational network generated accurate average acceptable results for round trip delay, 

availability, jitter (source to destination) and http transaction time. 
; 

6.1 Future Works 

When dealing with network growth and expansion TE engineering plays a significant role. 

Manual intervention is required to change reservation bandwidth and therefore detailed 

inforn1ation on traffic patterns are required to correctly size the tunnel. More efficient use 

of tunnel bandwidth can be obtained by TE auto-bandwidth option which watches the 

traffic rate on a tunnel interface and periodically resizes the bandwidth on the tunnel 

interface to more closely align with the traffic that's actually going down the tunnel. As 

tunnels are set up and tom down across interfaces, the amount of available bandwidth on 

an interface changes in accordance with the reservations across an interface and when to 

advertise this changes to entire topology is a major concern. This could potentially be a 

tremendous amount of flooding enough to consume bandwidth on the network and 

significant processing on the router in large TE network having several tunnels. Therefore 

further analysis can be done to optimize flooding of TE tunnel changes for the particular 

IGP protocol used. Also, to maximize the efficiency and performance of traffic types 

advance TE features such as fast reroute, and DiffServ-aware TE can be deployed. 

Furthermore the deployment of MPLS-TE in mobile access network could lead to several 

improvements compared to traditional mobile IP transport. The SLA program could be 

further developed to incorporate more specific application performance parameters such as 

database access response times. Since new technologies are emerging all the time there 

would be different concepts and methods to tackle the growing volumes of different traffic 

types in the core backbone. 

61 



APPENDIX A 

GNS3 Simulator configuration for initial TE tunnels setup 

******Router C1*********** 

version 12.3 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 

hostname C1 

boot-start-marker 
boot-end-marker 

enable secret 5 $1$2Uk3$DmT2/2VblPBpELm2H6XqU1 

no aaa new-model 
ip subnet-zero 

lp cef 
mpls label protocol ldp 
mpls traffic-eng tunnels 

interface LoopbackO 
description **** Management **** 
ip address 10.13.0.1 255.255.255.255 

interface FastEthernet0/0 
description **** Conencted to C2 FE3/0 **** 
ip address 10.13.2.2 255.255.255.252 
ip router isis TestLab 
duplex auto 
speed auto 
mpls label protocol ldp 
mpls traffic-eng tunnels 
tag-switching ip 
jsis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 512 

interface FastEthernet1/0 
description **** Conencted to C3 FE1/0 **** 
ip address 10.12.2.2 255.255.255.252 
ip router isis TestLab 
duplex auto 
speed auto 
mpls label protocol ldp 
mpls traffic-eng tunnels 
tag-switching ip 
isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 512 

router isis TestLab 
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net 49.0001.0100.1300.0001.00 
is-type level-2-only 
metric-style wide 
mpls traffic-eng router-id LoopbackO 
mpls traffic-eng level-2 
passive-interface LoopbackO 

ip http server 
ip classless 

line con 0 
line aux 0 
line vty 0 4 
login 

end 

******Router C2*********** 

version 12.3 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 

hostname C2 

boot-start-marker 
boot-end-marker 

enable secret 5 $1$T3xy$X4ZHLO/W3sgelewng0Pyx. 

no aaa new-model 
ip subnet-zero 

ip cef 
mpls label protocol ldp 
mpls traffic-eng tunnels 
tag-switching tdp router-id LoopbackO 

interface LoopbackO 
description **** Management **** 
ip address 10.11.0.1 255.255.255.255 

interface FastEthernet0/0 
description **** Connected to PEl FE0/0 **** 
ip address 10.11.1.2 255.255.255.252 
ip router isis TestLab 
duplex auto 
speed auto 
mpls label protocol ldp 
mpls traffic-eng tunnels 
tag-switching ip 
isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 512 

interface FastEthernetl/0 
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description **** Connected to PE2 FE0/0 **** 
ip address 10.13.1.2 255.255.255.252 
ip router isis TestLab 
duplex auto 
speed auto 
mpls label protocol ldp 
tag-switching ip 
isis circuit-type level-2-only 
isis network point-to-point 

interface FastEthernet2/0 
description **** Connected to C3 FE0/0 **** 
ip address 10.11.2.1 255.255.255.252 
ip router isis TestLab 
duplex auto / 
speed auto 
mpls label protocol ldp 
mpls traffic-eng tunnels 
tag-switching ip 
isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 512 

interface FastEthernet3/0 
description **** Connected to C1 FE0/0 **** 
ip address 10.13.2.1 255.255.255.252 
ip router isis TestLab 
duplex auto 
speed auto 
mpls label protocol ldp 
mpls traffic-eng tunnels 
tag-switching ip 
isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 512 

router isis TestLab 
net 49.0001.0100.1100.0001.00 
is-type level-2-only 
metric-style wide 
mpls traffic-eng router-id LoopbackO 
mpls traffic-eng level-2 
passive-interface LoopbackO 

ip http server 
ip classless 

line con 0 
line aux 0 
line vty 0 4 
login 

end 
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******Router C3*********** 

version 12.3 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 

hostname C3 

boot-start-marker 
boot-end-marker 

enable secret 5 $1$/0Yw$fb2B32DRT8ppiTnZh3iFs1 

no aaa new-model 
ip subnet-zero 

ip cef 
mpls label protocol ldp 
mpls traffic-eng tunnels 

interface LoopbackO 
description **** Management **** 
ip address 10.12.0.1 255.255.255.255 

interface FastEthernet0/0 
description **** Conencted to C2 FE2/0 **** 
ip address 10.11.2.2 255.255.255.252 
ip router isis TestLab 
duplex auto 
speed auto 
mpls label protocol ldp 
mpls traffic-eng tunnels 
tag-switching ip 
isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 512 

interface FastEthernet1/0 
description **** Conencted to C1 FE1/0 **** 
ip address 10.12.2.1 255.255.255.252 
ip router isis TestLab 
duplex auto 
speed auto 
mpls label protocol ldp 
mpls traffic-eng tunnels 
tag-switching ip 

isis circuit-type level-2-only 
isis network point-to-point 
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ip rsvp bandwidth 512 

interface FastEthernet2/0 
description **** Conencted to PE3 FE0/0 **** 
ip address 10.12.1.2 255.255.255.252 
ip router isis TestLab 
duplex auto 
speed auto 
mpls label protocol ldp 
mpls traffic-eng tunnels 
tag-switching ip 
isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 512 

router isis TestLab 
net 49.0001.0100.1200.0001.00 
is-type level-2-only 
metric-style wide 
mpls traffic-eng router-id LoopbackO 
mpls traffic-eng level-2 
passive-interface LoopbackO 

ip http server 
ip classless 

line con 0 
line aux 0 
line vty 0 4 
login 

End 

******Router PEl*********** 

version 12.3 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 

hostname PEl 

boot-start-marker 
boot-end-marker 

logging buffered 4096 errors 
enable secret 5 $1$nCOF$jA30hQ02.w/2XcqLaeulB. 

no aaa new-model 
ip subnet-zero 

ip cef 
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mpls label protocol ldp 
mpls ldp neighbor 10.13.0.8 targeted ldp 
mpls ldp neighbor 10.12.0.8 targeted ldp 
mpls traffic-eng tunnels 
tag-switching tdp router-id LoopbackO 

interface LoopbackO 
description **** Management **** 
ip address 10.11.0.8 255.255.255.255 

interface TunnelO 
ip unnumbered LoopbackO 
tunnel destination 10.12.0.8 
tunnel mode mpls traffic-eng 
tunnel mpls traffic-eng autoroute announc~ 
tunnel mpls traffic-eng priority 1 1 
tunnel mpls traffic-eng bandwidth 256 
tunnel mpls traffic-eng path-option 10 explicit name pathclc2c3 

interface Tunnell 
ip unnumbered LoopbackO 
tunnel destination 10.12.0.8 
tunnel mode mpls traffic-eng 
tunnel mpls traffic-eng autoroute announce 
tunnel mpls traffic-eng priority 2 2 
tunnel mpls traffic-eng bandwidth 256 
tunnel mpls traffic-eng path-option 20 explicit 

interface FastEthernet0/0 
description **** Connected to C2 FE0/0 **** 
ip address 10.11.1.1 255.255.255.252 
ip router isis TestLab 
ip flow ingress 
duplex auto 
speed auto 
mpls label protocol ldp 
mpls traffic-eng tunnels 
tag-switching ip 
isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 512 

interface FastEthernetl/0 
description **** Conencted to PC **** 
ip address 192.168.1.50 255.255.255.0 
duplex auto 
speed auto 

router isis TestLab 
net 49.0001.0100.1100.0008.00 
is-type level-2-only 
metric-style wide 
mpls traffic-eng router-id LoopbackO 
mpls traffic-eng level-2 
passive-interface LoopbackO 

router bgp 65001 
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bgp router-id 10.11.0.8 
bgp log-neighbor-changes 
neighbor 10.12.0.8 remote-as 65001 
neighbor 10.12.0.8 description**** Location C PE3 **** 
neighbor 10.13.0.8 remote-as 65001 
neighbor 10.13.0.8 description**** Location A PE2 **** 
neighbor 10.13.0.8 update-source LoopbackO 

activate 
activate 

address-family ipv4 
neighbor 10.12.0.8 
neighbor 10.13.0.8 
neighbor 10.13.0.8 
no auto-summary 

send-community extended 

no synchronization 
network 192.168.1.0 
exit-address-family 

no ip http server 
ip classless 

ip explicit-path name pathclc2c3 enable 
next-address 10.11.1.2 
next-address 10.13.2.2 
next-address 10.12.2.1 
next-address 10.12.1.1 

ip explicit-path name pathc2c3 enable 
next-address 10.11.1.2 
next-address 10.11.2.2 
next-address 10.12.1.1 

access-list 101 permit ip any host 192.168.3.50 
route-map voice permit 10 
match ip address 101 
set interface Tunnell 

line con 0 
line aux 0 
line vty 0 4 
login 

end 

******Router PE2*********** 

?erslon 12.3 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 

hostname PE2 

boot-start-marker 
boot-end-marker 
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enable secret 5 $1$8uMM$814bHiOOOTv73k63buRjkl 

no aaa new-model 
ip subnet-zero 

lp cef 
mpls label protocol ldp 
mpls ldp neighbor 10.11.0.8 targeted ldp 
mpls ldp neighbor 10.12.0.8 targeted ldp 
tag-switching tdp router-id LoopbackO 

interface LoopbackO 
description **** Management **** 
ip address 10.13.0.8 255.255.255.255 

interface Loopbackl 
ip address 192.168.6.1 255.255.255.0 

interface FastEthernet0/0 
description **** Conencted to C2 FEl/0 **** 
ip address 10.13.1.1 255.255.255.252 
ip router isis TestLab 
ip flow ingress 
duplex auto 
speed auto 
mpls label protocol ldp 
tag-switching ip 
isis network point-to-point 
ip rsvp bandwidth 512 512 

interface FastEthernetl/0 
description **** LAN **** 
ip address 192.168.2.50 255.255.255.0 
duplex auto 
speed auto 

router isis TestLab 
net 49.0001.0100.1300.0008.00 
is-type level-2-only 
metric-style wide 
passive-interface LoopbackO 

router bgp 65001 
bgp router-id 10.13.0.8 
bgp log-neighbor-changes 
neighbor 10.11.0.8 remote-as 65001 

.. 

neighbor 10.11.0.8 description ****Location A PEl **** 
neighbor 10.11.0.8 update-source LoopbackO 
neighbor 10.12.0.8 remote-as 65001 
neighbor 10.12.0.8 description**** Location C PE3 **** 

address-family ipv4 
neighbor 10.11.0.8 activate 
neighbor 10.11.0.8 send-community extended 
neighbor 10.12.0.8 activate 
no auto-summary 
no synchronization 
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network 20.20.20.0 mask 255.255.255.0 
network 192.168.2.0 
network 192.168.6.0 
exit-address-family 

no ip http server 
ip classless 

line con 0 
line aux 0 
line vty 0 4 
login 

end 

******Router PE3*********** 

version 12.3 
service timestamps debug datetime msec 
service timestamps log datetime mser: 
no service password-encryption 

hostname PE3 

boot-start-marker 
boot-end-marker 

enable secret 5 $1$0hXT$J.9iYW18JBgPFXJqXqWOpO 

no aaa new-model 
ip subnet-zero 

ip cef 
mpls label protocol ldp 
mpls ldp neighbor 10.11.0.8 targeted ldp 
mpls ldp neighbor 10.13.0.8 targeted ldp 
mpls traffic-eng tunnels 
tag-switching tdp router-id LoopbackO 

interface LoopbackO 
description **** Management **** 
ip address 10.12.0.8 255.255.255.255 

interface Loopback1 
ip address 192.168.7.1 255.255.255.0 

interface TunnelO 
ip unnumbered LoopbackO 
shutdown 
tunnel destination 10.11.0.8 
tunnel mode mpls traffic-eng 
tunnel mpls traffic-eng autoroute announce 
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tunnel mpls traffic-eng priority 1 1 
tunnel mpls traffic-eng bandwidth 256 
tunnel mpls traffic-eng path-option 10 explicit name pathc3clc2 

interface FastEthernet0/0 
description **** Connected to C3 FE2/0 **** 
ip address 10.12.1.1 255.255.255.252 
ip router isis TestLab 
ip flow ingress 
duplex auto 
speed auto 
mpls label protocol ldp 
mpls traffic-eng tunnels 
tag-switching ip 
isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 512 

interface FastEthernetl/0 
description **** LAN **** 
ip address 192.168.3.50 255.255.255.0 
duplex auto 
speed auto 

interface FastEthernet2/0 
description **** LANl **** 
ip address 203.143.36.1 255.255.255.0 
duplex auto 
speed auto 

router isis TestLab 
net 49.0001.0100.1200.0012.00 
is-type level-2-only 
metric-style wide 
mpls traffic-eng router-id LoopbackO 
mpls traffic-eng level-2 
passive-interface LoopbackO 

router bgp 65001 
bgp router-id 10.12.0.8 
bgp log-neighbor-changes 
neighbor 10.11.0.8 remote-as 65001 

/ 

neighbor 10.11.0.8 description**** Location A PEl **** 
neighbor 10.11.0.8 update-source LoopbackO 
neighbor 10.13.0.8 remote-as 65001 
neighbor 10.13.0.8 description**** Location A PE2 **** 

neighbor 10.13.0.8 update-source LoopbackO 

address-family ipv4 
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neighbor 10.11.0.8 activate 
neighbor 10.13.0.8 activate 

no auto-summary 

no synchronization 
network 192.168.3.0 

network 192.168.7.0 
network 203.143.36.0 

exit-address-family 

ip http server 

ip classless 

ip explicit-path name pathc3c1c2 enable 
next-address 10.12.1.2 

next-address 10.12.2.2 

next-address 10.13.2.1 

next-address 10.11.1.1 

ip explicit-path name pathc3c2 enable 

next-address 10.12.1.2 

next-address 10.11.2.1 

next-address 10.11.1.1 

line con 0 

line aux 0 

line vty 0 4 

login 

End 
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APPENDIX B 

Real Lab Simulated configuration for initial TE tunnels setup 

******Router C1*********** 

=-=--= PuTTY log 2009.01.13 08:46:48 =-=-=-=-=-= 
C1#wr t 
Building configuration ... 

Current configuration 1912 bytes 

version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 

hostname C1 

boot-start-marker 
boot-end-marker 

logging message-counter syslog 
enable secret 5 $1$W28n$CaVSz6MOf2zFbBwLzMOU6/ 

no aaa new-model 

dot11 syslog 
ip auth-proxy max-nodata-conns 3 
ip admission max-nodata-conns 3 

ip cef 

no ipv6 cef 

multilink bundle-name authenticated 

mpls traffic-eng tunnels 
mpls label protocol ldp 

voice-card 0 
no dspfarm 

archive 
log config 
hide keys 

interface LoopbackO 
ip address 10.13.0.1 255.255.255.255 
ip router isis TestLab 

interface FastEthernet0/0 
ip address 172.25.103.185 255.255.252.0 
duplex auto 
speed auto 
mpls ip 
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interface FastEthernet0/1 
no ip address 
shutdown 
duplex auto 
speed auto 

interface Serial0/0/0 
no ip address 
encapsulation frame-relay 
no fair-queue 
clock rate 128000 

interface Serial0/0/0.102 point-to-point 
ip address 10.13.2.2 255.255.255.252 
ip router isis TestLab 
snmp trap link-status 
mpls traffic-eng tunnels 
mpls ip 
frame-relay interface-dlci 102 
isis circuit-type level-2-only 
ip rsvp bandwidth 96 

interface Serial0/0/0.103 point-to-point 
ip address 10.12.2.2 255.255.255.252 
ip router isis TestLab 
snmp trap link-status 
mpls traffic-eng tunnels 
mpls ip 
frame-relay interface-dlci 103 
isis circuit-type level-2-only 
ip rsvp bandwidth 96 

interface Serial0/0/1 
no ip address 
shutdown 
clock rate 2000000 

router isis TestLab 
net 49.0001.0100.1300.0001.00 
is-type level-2-only 
metric-style wide 
mpls traffic-eng router-id LoopbackO 
mpls traffic-eng level-2 

ip forward-protocol nd 
no ip http server 
no ip http secure-server 

mpls ldp router-id LcopbackO 

control-plane 

line con 0 
line aux 0 
line vty 0 4 
password XXXX 
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Jogin 

scheduler allocate 20000 1000 
end 

******Router C2*********** 

=-=-=-PuTTY log 2009.01.13 08:52:42 =-=-=-=-=-=­
C2#wr t 
Building configuration ... 

Current configuration : 2546 bytes 

version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 

hostname C2 

boot-start-marker 
boot-end-marker 

logging message-counter syslog 

/ 

enable secret 5 $1$3107$miPKBVETTxFCMvXnSuo3a/ 

no aaa new-model 

dot11 syslog 
ip auth-proxy max-nodata-conns 3 
ip admission max-nodata-conns 3 

ip cef 

no ipv6 cef 

multilink bundle-name authenticated 

mpls traffic-eng tunnels 
mpls label protocol ldp 

voice-card 0 
no dspfarm 

archive 
log config 
hide keys 

interface LoopbackO 
ip address 10.11.0.1 255.255.255.255 
ip router isis TestLab 

interface FastEthernet0/0 
description *********** Link to PE1-f0/0 *********** 
ip address 10.11.1.2 255.255.255.252 
ip router isis TestLab 
duplex auto 
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speed auto 
mpls traffic-eng 
mpls traffic-eng 
mpls traffic-eng 
mpls ip 

tunnels 
flooding 
flooding 

thresholds up 25 50 100 
thresholds down 100 50 25 

isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 96 

interface FastEthernet0/1 
description **** Connected to PE2 FE 
ip address 10.13.1.2 255.255.255.252 
ip router isis TestLab 
duplex auto 
speed auto 
mpls traffic-eng tunnels 
mpls ip 
isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 96 

interface Serial0/0/0 
no ip address 
encapsulation frame-relay 
no fair-queue 
clock rate 128000 

0/0 **** 

/ 

interface Serial0/0/0.201 point-to-point 
description*********** Link to C1-s0/0/0.102 
ip address 10.13.2.1 255.255.255.252 
ip router isis TestLab 
snmp trap link-status 
mpls traffic-eng tunnels 
mpls ip 
frame-relay interface-dlci 201 
isis circuit-type level-2-only 
ip rsvp bandwidth 96 

interface Serial0/0/0.203 point-to-point 
description *********** Link to C3-s0/0/0.302 
ip address 10.11.2.1 255.255.255.252 
ip router isis TestLab 
snmp trap link-status 
mpls traffic-eng tunnels 
mpls ip 
frame-relay interface-dlci 203 
isis circuit-type level-2-only 
ip rsvp bandwidth 96 

interface Serial0/0/1 
no ip address 
shutdown 
clock rate 2000000 

router isis TestLab 
net 49.0001.0100.1100.0001.00 
is-type level-2-only 
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metric-style wide 
mpls traffic-eng router-id LoopbackO 
mpls traffic-eng level-2 

ip forward-protocol nd 
no ip http server 
no ip http secure-server 

mpls ldp router-id LoopbackO 

control-plane 

line con 0 
line aux 0 
line vty 0 4 
password XXXX 
login 

scheduler allocate 20000 1000 
end 

******Router C3*********** 

PuTTY log 2009.01.13 08:54:23 
C3#wr t 
Building configuration ... 

Current configuration : 2236 bytes 

verslon 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
service password-encryption 

hostname C3 

boot-start-marker 
boot-end-marker 

logging message-counter syslog 
enable secret 5 $1$E664$pPwAbAOZvr5K6aXbGuhNn/ 

no aaa new-model 

dot11 syslog 
ip auth-proxy max-nodata-conns 3 
ip admission max-nodata-conns 3 

ip cef 

no ipv6 cef 

multilink bundle-name authenticated 

mpls traffic-eng tunnels 
mpls label protocol ldp 
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voice-card 0 
no dspfarm 

archive 
log config 
hide keys 

interface LoopbackO 
ip address 10.12.0.1 255.255.255.255 
ip router isis TestLab 

interface FastEthernet0/0 
description *********** Link to PE3- f0/0 
ip address 10.12.1.2 255.255.255.252 

*********** 

ip router isis TestLab 
duplex auto 
speed auto 
mpls traffic-eng tunnels 
mpls ip 
isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 96 

interface FastEthernet0/1 
no ip address 
shutdown 
duplex auto 
speed auto 

interface Serial0/0/0 
no ip address 
encapsulation frame-relay 
no fair-queue 
clock rate 128000 

interface Serial0/0/0.301 point-to-point 
description *********** Link to C1-s0/0/0.103 
ip address 10.12.2.1 255.255.255.252 
ip router isis TestLab 
snmp trap link-status 
mpls traffic-eng tunnels 
mpls ip 
frame-relay interface-dlci 301 
isis circuit-type level-2-only 
ip rsvp bandwidth 96 

interface Serial0/0/0.302 point-to-point 
description *********** Link to C2-s0/0/0.203 
ip address 10.11.2.2 255.255.255.252 
ip router isis TestLab 
snmp trap link-status 
mpls traffic-eng tunnels 
mpls ip 
frame-relay interface-dlci 302 
isis circuit-type level-2-only 
ip rsvp bandwidth 96 
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interface Serial0/0/1 
no ip address 
shutdown 
clock rate 2000000 

router isis TestLab 
net 49.0001.0100.1200.0001.00 
is-type level-2-only 
metric-style wide 
mpls traffic-eng router-id 
mpls traffic-eng level-2 

ip forward-protocol nd 
no ip http server 
no ip http secure-server 

mpls ldp router-id LoopbackO 

control-plane 

line con 0 
line aux 0 
line vty 0 4 
password XXXX 
login 

LoopbackO 

scheduler allocate 20000 1000 
end 

******Router PEl********** 

" 

=-=-=-= PuTTY log 2009.01.13 08:55:31 =-=-=-=-=-= 
wr t 
Building configuration. 

Current configuration 4052 bytes 

version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 

hostname PEl 

boot-start-marker 
boot-end-marker 

logging message-counter syslog 
enable secret 5 $1$S3Yk$gKLwOR/qgbHwhZ7bB8GmXO 

no aaa new-model 

dotll syslog 
ip auth-proxy max-nodata-conns 3 
ip admission max-nodata-conns 3 

ip cef 

79 



no ipv6 cef 

multilink bundle-name authenticated 

mpls traffic-eng tunnels 
mpls label protocol ldp 

voice-card 0 
no dspfarm 

archive 
log config 
hide keys 

class-map match-all 
match access-group 

class-map match-all 
match qos-group 2 
match dscp afll 

data 
102 
silver 

class-map match-all voice 
match access-group 101 

class-map match-all premium 
match qos-group 1 
match dscp af21 

policy-map SETDSCP 
class voice 
set qos-group 1 
set dscp af21 

class data 
set qos-group 2 
set dscp afll 

policy-map oubound 
class premium 

priority 48 
class silver 

priority 32 
class class-default 

police 64000 exceed-action drop 
interface LoopbackO 
ip address 10.11.0.8 255.255.255.255 
ip router isis TestLab 

interface TunnelO 
ip unnumbered LoopbackO 
tunnel destination 10.12.0.8 
tunnel mode mpls traffic-eng 
tunnel mpls traffic-eng autoroute announce 
tunnel mpls traffic-eng priority 7 7 
tunnel mpls traffic-eng bandwidth 48 

/ 

tunnel mpls traffic-eng path-option 10 explicit name pathc2c3 
no routing dynamic 

interface Tunnell 
ip unnumbered LoopbackO 
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tunnel destination 10.12.0.8 
tunnel mode mpls traffic-eng 
tunnel mpls traffic-eng autoroute announce 
tunnel mpls traffic-eng priority 2 2 
tunnel mpls traffic-eng bandwidth 32 
tunnel mpls traffic-eng path-option 20 explicit name pathc1c2c3 
no routing dynamic 

interface FastEthernet0/0 
description *********** Link to C2 - f0/0 *********** 
ip address 10.11.1.1 255.255.255.252 
ip router isis TestLab 
duplex auto 
speed auto 

" 
mpls traffic-eng 
mpls traffic-eng 
mpls traffic-eng 
mpls ip 

tunnels 
flooding 
flooding 

thresholds up 1 2 5 
thresholds down 5 2 1 

isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 96 
service-policy output oubound 

interface FastEthernet0/1 
description **** LAN **** 
ip address 192.168.1.50 255.255.255.0 
ip policy route-map voice 
service-policy input SETDSCP 
duplex auto 
speed auto 

interface Serial0/0/0 
no ip address 
shutdown 
no fair-queue 
clock rate 2000000 

interface Serial0/0/1 
no ip address 
shutdown 
clock rate 2000000 

router isis TestLab 
net 49.0001.0100.1100.0008.00 
is-type level-2-only 
metric-style wide 
mpls traffic-eng router-id LoopbackO 
mpls traffic-eng level-2 

router bgp 65001 
bgp router-id 10.11.0.8 
bgp log-neighbor-changes 
neighbor 10.12.0.8 remote-as 65001 
neighbor 10.12.0.8 update-source LoopbackO 
neighbor 10.13.0.8 remote-as 65001 
neighbor 10.13.0.8 update-source LoopbackO 
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address-family ipv4 
neighbor 10.12.0.8 activate 
neighbor 10.12.0.8 send-community extended 
neighbor 10.13.0.8 activate 
neighbor 10.13.0.8 send-community extended 
no auto-summary 
no synchronization 
network 192.168.1.0 

exit-address-family 

address-family vpnv4 
neighbor 10.12.0.8 activate 
neighbor 10.12.0.8 send-community extended 
neighbor 10.13.0.8 activate 
neighbor 10.13.0.8 send-community extended J 

exit-address-family 

ip forward-protocol nd 
no ip http server 
no 1p http secure-server 

ip explicit-path name pathc2c3 enable 
next-address 10.11.1.2 
next-address 10.11.2.2 
next-address 10.12.1.1 

ip explicit-path name pathclc2c3 enable 
next-address 10.11.1.2 
next-address 10.13.2.2 
next-address 10.12.2.1 
next-address 10.12.1.1 

ip explicit-path name pathc2pel enable 
next-address 10.11.1.2 
next-address 10.13.1.1 

access-list 101 permit ip any host 192.168.3.52 
access-list 102 permit ip any host 192.168.7.1 

route-map voice permit 10 
match ip address 101 
set interface TunnelO 

route-map voice permit 20 
match ip address 102 
set interface Tunnell 

mpls ldp router-id LoopbackO 

control-plane 

line con 0 
line aux 0 
line vty 0 4 
password XXXX 
login 
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scheduler allocate 20000 1000 
end 

******Router PE2********** 

=~=~=~=~PuTTY log 2009.01.13 08:56:02 =~=~=~=~=~= 
wr t 
Building configuration. 

Current configuration 2805 bytes 

verslon 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 

hostname PE2 

boot-start-marker 
boot-end-marker 

logging message-counter syslog 
enable secret 5 $1$gRwA$047Ue.pap5G07Zjpywb.P. 

no aaa new-model 

dot11 syslog 
ip auth-proxy max-nodata-conns 3 
ip admission max-nodata-conns 3 

ip cef 

no ipv6 cef 

multilink bundle-name authenticated 

mpls traffic-eng tunnels 
mpls label protocol ldp 

voice-card 0 
no dspfarm 

archive 
log config 
hidekeys 

interface LoopbackO 
description **** Management **** 
ip address 10.13.0.8 255.255.255.255 
ip router isis 

interface FastEthernet0/0 
description **** connected to C2 FE 0/1 **** 
ip address 10.13.1.1 255.255.255.252 
ip router isis TestLab 
duplex auto 
speed auto 
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mpls traffic-eng tunnels 
mpls ip 
isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 96 

interface FastEthernet0/1 
description ******** LAN********** 
ip address 192.168.2.50 255.255.255.0 
duplex auto 
speed auto 

interface Serial0/0/0 
no ip address 
shutdown 
no fair-queue 
clock rate 2000000 

interface Serial0/0/1 
no ip address 
shutdown 
clock rate 2000000 

router isis TestLab 
net 49.0001.0100.1300.0008.00 
is-type level-2-only 
metric-style wide 
passive-interface LoopbackO 

router isis 
is-type level-1 

router bgp 65001 
bgp router-id 10.13.0.8 
bgp log-neighbor-changes 
neighbor 10.11.0.8 remote-as 65001 

_,. 

neighbor 10.11.0.8 description ****Location A PEl **** 
neighbor 10.11.0.8 update-source LoopbackO 
neighbor 10.12.0.8 remote-as 65001 
neighbor 10.12.0.8 description**** Location C PE3 **** 
neighbor 10.12.0.8 update-source LoopbackO 

address-family ipv4 
neighbor 10.11.0.8 activate 
neighbor 10.11.0.8 send-community extended 
neighbor 10.12.0.8 activate 
neighbor 10.12.0.8 send-community extended 
no auto-summary 
no synchronization 
network 192.168.2.0 
network 192.168.6.0 

exit-address-family 

address-family vpnv4 
neighbor 10.11.0.8 activate 
neighbor 10.11.0.8 send-community extended 
neighbor 10.12.0.8 activate 
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neighbor 10.12.0.8 send-community extended 
exit-address-family 

ip forward-protocol nd 
no ip http server 
no ip http secure-server 

control-plane 

U ne con 0 
llne aux 0 
line vty 0 4 
password XXXX 
login 

scheduler allocate 20000 1000 
end 

******Router PE3********** 

.. 

=-=-=-=-= PuTTY log 2009.01.13 08:56:47 =-=-=-=-= 
PE3#wr t 
Building configuration. 

Current configuration 3076 bytes 

version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 

hostname PE3 

boot-start-marker 
boot-end-marker 

logging message-counter syslog 
enable secret 5 $1$u687$wioiSANYFvSH4HtvOCJbB1 

no aaa new-model 

dot11 syslog 
ip auth-proxy max-nodata-conns 3 
ip admission max-nodata-conns 3 

ip cef 

no ipv6 cef 

multilink bundle-name authenticated 

mpls traffic-eng tunnels 
mpls label protocol ldp 

voice-card 0 
no dspfarm 
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archive 
log config 
hidekeys 

interface LoopbackO 
ip address 10.12.0.8 255.255.255.255 
ip router isis TestLab 

interface Loopback1 
ip address 192.168.7.1 255.255.255.0 

interface FastEthernet0/0 
description *********** Link to C3 - f0/0 
ip address 10.12.1.1 255.255.255.252 
ip router isis TestLab 
duplex auto 
speed auto 
mpls traffic-eng tunnels 
mpls ip 
isis circuit-type level-2-only 
isis network point-to-point 
ip rsvp bandwidth 512 

interface FastEthernet0/1 
description **** LAN **** 
ip address 192.168.3.50 255.255.255.0 
duplex auto 
speed auto 

interface Serial0/0/0 
no ip address 
shutdown 
no fair-queue 
clock rate 2000000 

interface Serial0/0/1 
no ip address 
shutdown 
clock rate 2000000 

router isis TestLab 
net 49.0001.0100.1200.0012.00 
is-type level-2-only 
metric-style wide 
mpls traffic-eng router-id LoopbackO 
mpls traffic-eng level-2 

router bgp 65001 
bgp router-id 10.12.0.8 
bgp log-neighbor-changes 
neighbor 10.11.0.8 remote-as 65001 
neighbor 10.11.0.8 update-source LoopbackO 
neighbor 10.13.0.8 remote-as 65001 
neighbor 10.13.0.8 update-source LoopbackO 

address-family ipv4 
neighbor 10.11.0.8 activate 
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neighbor 10.11.0.8 send-community extended 
neighbor 10.13.0.8 activate 
neighbor 10.13.0.8 send-community extended 
no auto-summary 
no synchronization 
network 192.168.3.0 
network 192.168.7.0 

exit-address-family 

address-family vpnv4 
neighbor 10.11.0.8 activate 
neighbor 10.11.0.8 send-community extended 
neighbor 10.13.0.8 activate 
neighbor 10.13.0.8 send-community extended 

exit-address-family 

ip forward-protocol nd 
no ip http server 
no ip http secure-server 

mpls ldp router-id LoopbackO 

control-plane 

line con 0 
line aux 0 
line vty 0 4 
password XXXX 
login 

scheduler allocate 20000 1000 
end 

******Frame Relay Switch********** 

" 

-=-=-=-PuTTY log 2009.01.13 08:47:32 =-=-=-=-=-= 

FR-SW#wr t 
Building configuration. 

Current configuration 2158 bytes 

version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 

hostname FR-SW 

boot-start-marker 
boot-end-marker 

no aaa new-model 

resource policy 

ip cef 

87 



frame-relay switching 

voice-card 0 
no dspfarm 

interface GigabitEthernet0/0 
no ip address 
shutdown 
duplex auto 
speed auto 

interface GigabitEthernet0/1 
no ip address 
shutdown 
duplex auto 
speed auto 

interface Serial0/0/0 
no ip address 
shutdown 
clock rate 2000000 

interface Serial0/0/1 
no ip address 
shutdown 
clock rate 2000000 

interface Serial1/0 
no ip address 
shutdown 
clock rate 2000000 

interface Serial1/1 
no ip address 
encapsulation frame-relay 
frame-relay intf-type dee 

_,. 

frame-relay route 102 interface Serial1/2 201 
frame-relay route 103 interface Serial1/3 301 

interface Serial1/2 
no ip address 
encapsulation frame-relay 
frame-relay intf-type dee 
frame-relay route 201 interface Serial1/1 102 
frame-relay route 203 interface Serial1/3 302 

interface Serial1/3 
no ip address 
encapsulation frame-relay 
frame-relay intf-type dee 
frame-relay route 301 interface Serial1/1 103 
frame-relay route 302 interface Serial1/2 203 

interface Serial1/4 
bandwidth 64 
no ip address 
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interface Seriall/5 
bandwidth 64 
no ip address 

interface Seriall/6 
bandwidth 64 
no ip address 

interface Seriall/7 
bandwidth 64 
no ip address 

ip http server 
no ip http secure-server 

control-plane 

line con 0 
line aux 0 
line vty 0 4 
login 

scheduler allocate 20000 1000 

End 

/ 
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