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Today's demand for various applications like voice, data and real time video etc., are
increasing in the consumer market and stakeholders mostly expect all services from a
service provider. The tremendous growth in ICT adds more users and also traffic
adds another dimension. NGN is expected to be the emerging IP network to transport
converged services and MPLS and MPLS- TE plays an important role in this context.
These new applications have increased demand for guaranteed bandwidth in the
limited backbone capacity in the provider's network and the challenge is to provide
differentiated class of services with required QoS and also to produce SLA
performance reports to the end users when requested. Due to numerous benefits such
as guaranteed end to end QoS, link protection and efficient use of core bandwidth
MPLS- TE is being recognized and becoming popular among service providers. TE
enables service providers to route network traffic in such a way that they can offer

the best service to their users in terms of throughput and delay.

In this research MPLS- TE approach is used to implement end to end QoS for
prioritized services and a SLA program is developed using SNMP to produce end to
end reports on critical performance metrics like delay, round trip time, jitter and
application aware services to customers. The study also investigates the process of
steering traffic across the MPLS/IP core backbone to facilitate efficient use of
available bandwidth between a pair of backbone routers to ensure the required
service levels. Hence in a multilink environment where many links are available for
routing we can avoid the shortest paths being congested. Since network can have
different types of packets; packets were generated and marked based on DSCP for
QoS which were routed in different TE tunnels in a lab environment. The lab results
showed that, using, TE tunriels constrained routing can provide explicit paths to

required destinations regardless of the paths calculated by the routing protocols thus
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bandwidth efficiency can be achieved in the core while ensuring end to end QoS for
critical applications for a given IP SLA. Also, results obtained by the SLA program
from a live operational network were acceptable in providing SLA performance
reports.
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Chapter 1

Introduction

1.1 Background and Motivation of the Thesis

Today’s market trend severely push Telecom Operators to undergo a transformation of
their existing network infrastructure to an “all-Internet Protocol (IP)” transport service
environment to meet the demand for Next Generation Netv&'orking (NGN) for the next 5 to
10 years. The general idea behind NGN is that one network transports all information such
as services like voice, data, and all sorts of media such as video by encapsulating these
mto packets. NGN is a packet based network which able to provide services including
telecommunication services and able to make use of multiple Quality of Service (QoS)
enabled broadband transport technologies and in which service-related functions are
independent from underlying transport-related technologies. NGN is based on Internet

technologics including IP and Multiprotocol Label Switching (MPLS).

“All-IP” network transition and evolution to new services and its widespread use of IP
pose new challenges for network operations like network dimensioning, planning, and
engincering. Operators have to rapidly deploy new services on a converged network,
making ensure for the QoS for given Service Level Agreement (SLA). These data-oriented
new services generate a wide variety of traffic profiles, characterized by dynamics on a
broad time-scale. These different classes of traffic have to be classified based on available
QoS architectures to ensure service delivery at the same time maximizing network
resources. One of the promising ways to achieve this is to use MPLS-TE with
differentiated services (DiffServ) [1] and these services can be specified with multiple
parameters based on per hop behavior (PHB) specified at each router. The main reason to
provide differentiated services is to safe guard higher premium or platinum service
customer traffic even under network congestion. Two major categories proposed by IETF

for DiffServ [19] are assured forwarding (AF) and expedited forwarding (EF).



The standardization of DiffServ over MPLS-TE has been carried out by IETF [1-5] and

several similar researches have been done in this area. Some of these are described below.

1. MPLS and TE in IP Networks — Rapid growth and increasing requirement for
service equality, reliability and efficiency have made traffic enginecring as
cssential consideration in the design and operation of a large Internct backbone
networks. Internet TE addresses the issue of performance optimization of
operational networks and discusses the applications of MPLS to TE in IP networks

[6].

2. Internet QoS: A big picture — Presents a framework for the emerging QoS. The
important components of the framework are RSVP, differentiated services, MPLS
and constrained routing. Described how differentiated services are implemented

and two architectures are presented for end to end service deliveries [7].

In this work we propose a flexible customizable IP SLA program to provide SLA
performance reports to customers and an implementation of MPLS-TE tunnels for
effective backbone links utilization is simulated in a lab environment. To ensure QoS
packets were classified according to differentiated service code point values and mapped
to a proper traffic engineered tunnel so that important traffic reaches the destination during
congestion. MPLS-TE is a growing implementation in today's service provider networks.
MPLS adoption in service provider networks has increased heavily due to its inherent TE
capabilities. Very high data transfer rates have been achieved in the backbone and the
significance of all MPLS switched networks are increasing. Therefore for the long run this

technology and its capabilities are an attractive alternative to growing operators.

1.2 Goal of the Thesis

This thesis is a demonstration of how to effectively use under-utilized core network
backbone links and controlling that bandwidth for different service types while ensuring a
guaranteed SLA to the end customers. An open source based network simulator is used for
initial study purpose and to build a network topology with MPLS-TE tunnels and actual
results are derived from a real lab network environment. TE shows ways of utilizing the

2



backbone constantly rather than routing protocols to decide upon desired paths always,
and also a software program being developed using JAVA to provide SLA performance
reports to end users. Together with MPLS-TE coupled with Differentiated services QoS
architecture for packet treatment service provider can ensure the required SLAs to their
customers and provide customizable SLA reports on those services economically using the

IP SLA program.
1.3 Structure of the Thesis

The second chapter of this thesis starts with a review oflli;torical development of MPLS
communication systems, describes the generations and advantages of using MPLS
network. Section 2.4 introduces architecture of MPLS protocol stack and in section 2.5
MPLS network over view is explained. Sections 2.6 and 2.7 describe the traditional
routing and packet switching and MPLS operation. The Chapter 3 introduces MPLS-TE

and techniques and operation.

Chapter 4 describes the MPLS and QoS when using differentiated services for packet
treatment, and use of IP Service Level Agreements (SLAs) to ensure quality of service to
end users. Chapter 5 discusses setting up a MPLS network topology and assigning traffic
via TE tunnels in a real lab environment. Furthermore it also describes a method to obtain
[P SLA performance reports. These reports are obtained from a real operational live

network. Chapter 6 gives the, conclusion and discussion of results and future works.



Chapter 2

Multi Protocol Label Switching (MPLS)

2.1 Introduction

The deployment of a flexible, efficient Internet Protocol/Multiprotocol Label Switching
(IP/MPLS) packet infrastructure has become the key driver for service providers in
building next-generation networks (NGNs). There are cofnpelling financial, technological
and competitive advantages in deploying a converged network. Capital expenditures
(CAPEX) are focused on efficient and extensible packet infrastructures. Convergence
allows service providers flexibility and economies of scale that are not possible with

multiple single-purpose networks.

When moving from circuit-switched to packet-switched technology operators have to
implement packet-based connectivity for both voice and data services in the IP core
nctwork. This means that local area connectivity is needed between core network elements
on the sites and wide area connectivity 1s needed between the core network sites. MPLS is
an Internet Engineering Task Force (IETF) specified framework which provides for
efficient routing, forwarding and switching of traffic packets through the network. MPLS
depends independent to layer 2 and 3 protocols. This technology maps IP addresses to
fixed length labels used by different packet-forwarding and packet-switching
technologies. MPLS data transmission occurs on label switch paths (LSPs). LSPs are
sequence of labels at each and every node along the path from source to destination and

are established prior to data transmission or upon detection of certain flow of traffic.

For cost efficiency and in order to ensure compatibility with the emerging new services
[P/MPLS and Ethernet Local Area Network (LAN) are the baseline technologies for the IP
NGN network connectivity. In addition to being future proof these technologies offer the
best price performance ratio and best service availability on the market. Additionally the
IP/MPLS backbone can be used for consolidating dedicated networks such as charging

network management and Intranet traffic to one unified infrastructure.
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2.2 Brief History of MPLS Communications

MPLS enables enterprises and service providers to build next-generation intelligent
networks that can deliver a wide variety of advanced, value-added services over a single

Infrastructure.

MPLS was originally presented as a way of improving the forwarding speed of routers but
1s now emerging as a significant standard technology that offers new capabilities for large
scale IP enterprise networks. Traffic engineering, the ability of network operators to
specify the path that traffic takes through their networkj and Virtual Private Network
(VPN) support are examples of two key applications where MPLS is superior to any

currently available IP technology.

MPLS was originally proposed by a group of engineers from Ipsilon Networks but their
"IP Switching" technology, which was defined only to work over asynchronous transfer
mode (ATM), did not achieve market dominance. Cisco Systems, Inc. introduced a related
proposal, not restricted to ATM transmission, called "Tag Switching". It was a Cisco
proprietary proposal, and was renamed "Label Switching". Tt was handed over to the IETF
for open standardization. The [ETF work involved proposals from other vendors, and
development of a consensus protocol that combined features from several vendors' work.

The label switching timelines are shown in figure 2.1 and RFC specifications in figure 2.2.

One original motivation was to allow the creation of simple high-speed switches; however
for a significant length of time it was not possible to switch IP packets entirely in
hardware. However, advances in very large scale integration (VLSI) have made such
devices possible. Therefore the advantages of MPLS primarily revolve around the ability

to support multiple service models and perform traffic management.

MPLS has become a leading vehicle for connecting an organization’s decentralized
locations. It offers advantages to both service providers and enterprises. For the service
provider, MPLS reduces cost, simplifies provisioning, provides wider service coverage,

and ecnables differentiated services. In addition to the promise of multiple levels of QoS,
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Figure 2.1: Label Switching Timeline [§]

MPLS offers the enterprise a meshed architecture, scalability, and network convergence,

eliminating the need for multiple networks.

If we consider a normally routed environment, frames pass from a source to a destination
in a hop-by-hop basis. Transit routers evaluate each frame’s layer 3 headers and perform a
route table lookup to determine the next hop toward the destination. This tends to reduce
throughput in a network because of the intensive processor requirements to process each
frame. Although some routers implement hardware and software switching techniques to
accelerate the evaluation process by creating high-speed cache entries, these methods rely

upon the layer 3 routing protocol to determine the path to the destination.

Unfortunately, routing protocols have little visibility into the layer 2 characteristics of the
network, particularly in regard to QoS and loading. Rapid changes in the type and quantity
of traffic handled by the Internet and the explosion in the number of Internet users are
putting an unprecedented strain on the Internet’s infrastructure. This pressure mandates
new traffic-management solutions. MPLS and its predecessor, tag switching, are aimed at
resolving many of the challenges facing an evolving Internet and high-speed data

communications demands in general. [20]



Standard Description

RFC 3031 MPLS Architecture

RFC 3032 MPLS Label Stack Encoding

RFC 3035 MPLS using LDP and ATM VC Switching
RFC 3036 LDP Specification

Figure 2.2: IETF Standards

To meet these new demands, MPLS changes the hop-by-hop paradigm by enabling
devices to specify paths in the network based upon Qo$ and bandwidth needs of the
applications. In other words, path selection can now take into account layer 2 attributes.
Before MPLS, vendors implemented proprietary methods for switching frames with

values other than the layer 3 headers.

As a brief reminder of how MPLS operates, recall that in the typical network without
MPLS, packet paths are determined in real time as routers decide each packet’s
appropriate next hop. Conventional IP routing requires time and eliminates opportunity to
influence packet’s paths. With MPLS, explicit and pre-defined network paths transport
specific types of traffic. MPLS solved the problem that router manufacturers faced when
incorporating QoS into very large [P-VPN networks ensuring that each and every router
can identify and process each and every traffic flow appropriately otherwise requires so

much processing power as to be ineffective and non-scaleable.

A better approach, and the one that MPLS adopts, is to label traffic flows at the edge of
the network and let core routers identify the required class of service with a simple and
quick label check. MPLS reduces the burden of differentiating types of traffic and
assigning appropriate class-of-service labels by focusing the task on the edge of the MPLS
network on a router, called the Label Edge Router (LER) and optimally, the MPLS labels
indicates the best and fastest service classes go into the most urgent applications packets

queues. Figure 2.3 shows a typical MPLS network.
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Figure 2.3: Typical MPLS block diagram [9]

Traditional IP networks are connectionless; when a packet is received, the router
dctermincs the next hop using the destination IP address on the packet alongside
information from its own forwarding table. The router's forwarding tables contain
information on the network topology. They use an IP routing protocol, such as open
Shortest Path First (OSPF), Intermediate System-to-Intermediate System (IS-IS), Border
Gateway Protocol (BGP), Routing Information Protocol (RIP) or static configuration, to

keep their information synchronized with changes in the network.

MPLS also uses IP addresses, either version 4 or 6, to identify end points and intermediate
switches and routers. This makes MPLS networks [P-compatible and easily integrated
with traditional IP networks. However, unlike traditional IP, MPLS flows are connection-

oriented and packets are routed along pre-configured Label Switched Paths (LSPs).

Moreover services such as broadband available to a mass market open up a wide variety of
interactive communications for both consumers and businesses, bringing to reality
interactive video networks, interactive banking and shopping from the home, and
interactive distance learning. Therefore despite some initial challenges MPLS will play an
important role in the routing, switching, and forwarding packets through the next

generation networks in order to meet the service demand of the network end users.



2.3 Benefits of using MPLS Communication

Communication systems using MPLS have a number of extremely attractive features. It

addresses today’s network backbone requirements effectively by providing a standard

based solution. Therefore it 1s useful to consider the merits and special features offered by

IP/MPLS infrastructure over conventional layer 3 IP routing. Some of the advantages are

described below.

1.

9

Profitability increases as capital and operati9n31 expenditures decrease with a
converged network and services revenues ihcrease. MPLS-TE also provides
higher return on network backbone infrastructure investment because the best
route between a pair of point of presence (PoPs) is determined taking into
account the constraints of the backbone network and the total traffic load on

the backbone.

Improves packet performance in the network by simplifying forwarding
through layer 2 switching and routing via switching at wired line speeds. Since

MPLS is simple it caters for easy deployment.

QoS and class of service (COS) are easily supported for differentiating services
by using traffic engineering path setups and helps to ensure service guarantees.

MPLS also provisions for constrained-based and explicit path setup.

MPLS integrates IP and ATM by bridging between access I[P and core ATM

while reusing existing router or ATM hardware effectively.

MPLS builds interoperable networks due its standard based solution that
achieves synergy between IP and ATM networks and also facilitates IP over
Synchronous Optical Network (SONET) integration in optical switching.
MPLS supports to build scalable VPNs with TE capability.

Along with the above features the concept of a label has been extended in Generalized

MPLS (GMPLS) where the label no longer needs to be carried as an identifier on the data

9



flow, but may be implicit. For example, time-slots in Synchronous Optical Network /
Synchronous Digital Hierarchy (SONET/SDH) and wavelengths in Dense Wavelength
Division Multiplexing (DWDM) can be labels. In these cases, the label switching
operations translate to operations such as "switching incoming wavelength onto this
outgoing wavelength". GMPLS is therefore ideal for optical networking, and many
extensions to the protocols have been defined, including user-to-network interfaces and

network-to-network interfaces.

Theretore in overall, network complexity is reduced as overlay network infrastructures are
Vd

reduced and eliminated thus lowering operational expenditures and costs are also reduced

because a number of important processes are automated, including set up, configuration,

mapping, and selection of MPLS-TE tunnels. Service revenues increase as it becomes

easier to offer innovative new services, with faster time to market, to all customers.
2.4 Architecture of MPLS Protocol Stack

Figure 2.4 shows MPLS protocol stack. The two main sections are control plane and data
plane. First one could be an embedded processor for fast efficient operation and data plane
could be implemented in programmable logic. The “IP Fwd” is the usual forwarding
module at layer 3 to do routing based on next hop information in fact MPLS “Fwd”

forwarding module matches a label to an outgoing port for a given packet.

From the diagram LDP module uses TCP for reliable transmission of control data from
one LSR to another during a session. Label distribution protocol (LDP) is a new protocol
that defines a set of procedures and messages by which one LSR informs another of the
label bindings it has made. The LDP maintains the Label information base (LIB) and uses
user datagram protocol (UDP) during discovery phase. During this phase LSR tries to
identify neighboring elements and signals itself to inform about its presence in the

network using hello messages.

LDP protocol structure is illustrated in figure 2.4 and protocol stack fields are described
below. More on LDP messages are explained in section 2.7.4 and LDP header is shown in
figure 2.5 with header fields described below.

10
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Figure 2.4: Typical MPLS Protocol Stack [10]

a. Version - The protocol version number. The present number 1s 1.

version and the PDU length field.

PDU Length - The total length of the Protocol Data Unit (PDU) excluding the

c. LDP identifier - This field uniquely identifies the label space of the sending
LSR for which this PDU applies. The first 4 bytes encode the IP address

assigned to the LSR. The last 2 indicate a label space within the LSR.

2 hytes

2 hytes

Version

LDP dentifier - 6 bytes

PDU Length

Figure 2.5: LDP Header [18]

a. LDP = Label distribution protocol

port/label

LIB = Label information base; table of labels mapping input port/label to output

c. CR-LDP = Constraint-based (CR) LDP, used for traffic engineering; resource

reservation protocol traffic engineering (RSVP-TE) is another signaling

mechanism used for traffic engineering

match forwarding used
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Internet protocol (IP) FWD = Next hop forwarding based on IP address; longest



¢. TCP = Transmission control protocol
f  MPLS FWD = Label switching based on MPLS label and LIB lookup
g. UDP = User datagram protocol

2.5 MPLS Network Overview
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Figure 2.6: MPLS Network Overview

Routers at the edge of the network are known as Label Edge Routers (LERs) and routers
at the MPLS core is known as Label Switch Routers (LSRs). An edge router converts 1P
packets to MPLS labels and vise versa. An ingress LER is the one by which a packet
enters the MPLS network, an egress LER is one by which a packet leaves the MPLS
network as shown in figure 2.6. Labels are small identifiers placed in the traffic. They are
inserted by the ingress LER, and subsequently removed by the egress LER, so nothing
will remain to perplex the non-MPLS devices outside the MPLS network.

As traffic transits the MPLS network, label tables are consulted in each MPLS device.
These are known as the Label Information Base (LIB). By looking up the inbound
interface and label in the LIB, the outbound interface and label are determined. The LSR

can then substitute the outbound label for the incoming, and forward the frame.
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2.6 Traditional Routing and Packet Switching

As the demand for higher data rates emerged devices with capabilities to switch at the
data-link and network layers in hardware are needed. Layer 2 switching devices addresses
the bottlenecks within the subnets of LAN and layer 3 switching devices reduced the
bottleneck in layer-3 routing by moving route lookup forwarding to high speed switching
hardware. Initial solutions address the need for wire speed transfer of packets but they did
not consider the service requirements of the information contained in the packets. Most of
the routing protocols are based on shortest path and does not take other factors such as

jitter, delay and congestion which could further degrade tht network performance.

2.7 MPLS Operation
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Figure 2.7: MPLS Operation [3]
Figure 2.7 illustrates the flow of a packet through an MPLS-enabled network. The source
network is on the left and the destination network on the right. The large cloud in the

center is the MPLS WAN cloud. Some times LERs are also called ingress/egress LSR
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From the above diagram existing routing protocols OSPF, IS-IS establishes the
reachability of the destination networks and LDP establishes label-to-destination network
mappings. Ingress edge LSR recelves a packet, performs layer-3 value-added services, and
labels the packets. LSR switches the packet using label swapping and Egress edge LSR
removes the label and delivers the packet to final destination. Figure 2.8 illustrates more

detailed view of the MPLS operation.

Host A
source

Host D

g = - Pl Flow Destination |

~~~~~~~~~~~~~~~~ L.abet Requests
o+ wwm o= Labiel Distribution

Figure 2.8: Packet Flow in MPLS

From the figure 2.8 the following steps must be taken for a data packet to travel through
an MPLS cloud.

| Label creation and distribution - Before any traffic begins the routers make the
decision to bind a label to a specific Forward Equivalent Class (FEC) and build
their tables. In LDP, downstream routers initiate the distribution of labels and the

label/FEC binding.

o

Table creation at each router - On receipt of label bindings each LSR creates
entries in the LIB. The contents of the table will specify the mapping between a
14



label and an FEC. The entries are updated whenever renegotiation of the label

bindings occurs.

Label-switched path creation - The LSPs are created in the reverse direction to the

creation of entries in the LIBs.

Label insertion/table lookup - The first router LER-A uses the LIB table to find the

next hop and request a label for the specific FEC. Subsequent routers just use the

label to find the next hop. Once the packet reaches the egress LER-D, the label is
4

removed and the packet is supplied to the destination.

Packet forwarding - LER-A may not have any labels for this packet as it is the first
occurrence of this request. In an IP network, it will find the longest address match
to find the next hop. For example let LSR-C1 be the next hop for LER-A.
a. LER-A will initiate a label request toward LSR-C1.This request will
propagate through the network as indicated as “label requests” in diagram.
b. Each intermediary router will receive a label from its downstream router
starting from LER-E and going upstream till LER-A. The LSP setup 1s
indicated as “label distribution” in the diagram using LDP or any other
signaling protocol. If traffic engineering is required, constrained based
(CR) LDP will be used in determining the actual path setup to ensure the
QoS/CoS) requirements.
c. LER-A will insert the label and forward the packet to LSR-C1
d. Each subsequent LSR, i.e., LSR-C2 and LSR-C3 will examine the label in
the received packet, replace it with the outgoing label and forward it.
e. When the packet reaches LER-D, it will remove the label because the
packet is departing from an MPLS domain and deliver it to the destination.
f.  The actual data path followed by the packet is indicated as “data flow” in

the diagram.

15



2.7.1 Label Switch Routers (LSRs) or Label Edge Routers (LERs)

The devices those take participate in an MPLS operation from the above Figure 2.8 are
Label Edge Routers (LER) and Label Switch Routers (LSR). A core router (C1, C2 or C3)
is a high speed router having hardware Application Specific Integrated Circuits (ASICs)
for which participates in the establishment of LSPs using appropriate Label signaling

protocol for switching data traffic based on established paths.

An LER is a device that operates at the perimeter of the access and the MPLS networks
supporting multiple ports connecting to dissimilar networks,such as Ethernet, ATM, PPP,
Frame relay and forwards those traffic on to MPLS afier establishing the LSPs, using LDP
at the ingress. This traffic then distributed to the egress and back to the access. A LERs

main job is removal and assignment of labels for input and output traffic.

2.7.2 Forward Equivalent Class (FEC)

A group of [P packets which are forwarded in the same manner, for example over the
same path, with the same forwarding treatment and all packets in such group are given
same treatment routing to the destination. MPLS assigns a particular packet to a particular
FEC once only as packet enters the network. FEC’s are based on service requirements for
a given set of packets. Each LSR builds a table to specify how the packet is forwarded
which is known as Label Information Base (LIB) having FEC to label bindings.

2.7.3 Labels and Label Bindings

A label is the simplest form of path in which a packet traverses. A label is carried or
encapsulated in a layer 2 header along with the packet. The receiving router examines the
packet for its label details to determine the next hop. Once packet has been labeled the
entire path it would take is based on label switching. These label values are local
significance only which means they belong to hops between the LSRs only.

Once a packet has been classified as a new or existing FEC, a label is assigned to the
packet and these label values are obtained from the underlying data link layer. The packets

are then forwarded based on the label value. Labels are bound to FEC as a result of some
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event or policy that indicates a need for such bindings. These events can be either data or

event driven.

Label assignment could be based on several criteria such as destination unicast routing,

traffic engineering, multicast, virtual private network or Quality of Service.

Generic MPLS header format is illustrated in figure 2.9. These labels can be inserted as a
shim header between layer 2 and layer 3 headers or as a header of data link layer in case of
ATM or Frame relay. A shim header is a special header placed}between layer 2 and layer 3
of the OSI model. The shim header contains the label used to ‘forward the MPLS packets.
The Shim Header consists of 32 bits in four parts — twenty bits are used for the label, three
bits for experimental functions, one bit for stack function, and eight bits for time to live

(TTL).

20 3 i 8
Label cos is| TTL | 4bytes
AN e
\ ~
-
Layer 2 MPLS P
-1 Header Header | Meader User Data

Figure 2.9: MPLS Header [11]

The 32 bit MPLS header contains the following fields,

a. Label - 20bits and carries the actual value of MPLS label

b. CoS — 3 bits and can affect the queuing and discard algorithms applied to
packets when transmitted through the network

¢. S - Stack 1 bit which supports hierarchical label stack

d. TTL - 8 bits, provides normal IP TTL functionality

17



2.7.4 Label Creation and Distribution

Labels can be created using several methods. Topology based method uses normal
processing of routing protocols of OSPF and BGP. Request uses processing of request
based control traffic such as RSVP. Traffic based method uses reception of packet to
trigger assignment and label distribution. The first two are control driven bindings and the

final one 1s data driven bindings.

There is variety of ways to signal label distribution. Existing routing protocol BGP have
been enhanced to piggyback the label information within the contents of the protocol.
RSVP also has been extended to support piggybacked exchange of labels. The IETF has
defined a new protocol known as LDP to explicit signaling and management of label
space. Extensions to LDP protocol have also been defined to support explicit based QoS
and CoS requirements. These extensions are mentioned in the constraint based routing

CR-LDP protocol definition.

Varies schemes are used for label exchange. LDP maps unicast IP destinations to labels.
RSVP or CR-LDP is used for TE and resource reservation to effectively utilize the link
capacity. Protocol Independent Multicast (PIM) is used for multicast states label mapping
and BGP is used for external VPN labels.

Labet Label
mapping mapping
ngress - Core . Egress
Router e 2 Router B T o Router
- | [LER) Label [LSR) .~ Label e {LER) -
e request e request T e e
— 7 Packet flow

Figure 2.10: Label Request and Label Mapping
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Labels are distributed using request and mapping mechanisms. Using label request
mechanism, an LSR requests a label from its peer downstream neighbor so that it can bind
{0 a specific FEC. This mechanism is implemented down the line of other LSR’s until the
egress LER where the packet exist the MPLS cloud. In response to label request
downstream LSR will send a label to its initiator using label mapping mechanism. These

requests are shown in figure 2.10.

LDP is a new application layer protocol for distributing label binding information to

.SRs. It is used to map FEC tables which in turn create LSPs and LDP sessions are
.

established between LDP peers in the MPLS network. Following types of messages are

exchanged by peers.

1. Discovery messages - announce and maintain the presence of an LSR in a network
2. Session messages - establish, maintain, and terminate sessions between LDP peers
3. Advertisement messages - create, change, and delete label mappings for FECs

4. Notification messages -provide advisory information and signal error information
2.7.5 Label Switched Paths (LSPs)

A path is established before the data transmission starts in an MPLS cloud and this path is
a representation of a FEC. MPLS provides two options to set up an LSP path described
below. The LSP setup for an FEC is unidirectional. The return traffic must take another

LSP path. Two ways of LSP creation by an LSR is described below.

Hop-by-Hop routing - Each LSR independently selects the next hop for a given FEC.
1.SRs support any available routing protocols (OSPF, ATM, etc). This is very similar that

is used in current IP networks.

Explicit routing - Is similar to source routing. The ingress LSR where the data packet to
the network first originates specifies the list of nodes through which the packet traverses.
Along the path resources may be allocated to guarantee QoS to data traffic which eases TE
throughout the network and differentiated services can be provided using flows based on
policies.
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labels used by an LSR for FEC label bindings can be per platform or per interface. In first
label values are unique across the whole network and labels are allocated form a common
pool. Label distributed on different interfaces will not have same value. In per interface,
label ranges are associated with interfaces and multiple labels pools are defined for
interfaces. The labels provided in those interfaces are allocated from the separate pools

and label values on different interfaces could be the same.
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Chapter 3

MPLS Traffic Engineering and Techniques
3.1 Overview

TE which was mainly present in Asynchronous Transfer Mode (ATM) or Frame Relay
networks is the ability to steer traffic through a network from edge to edge in the most
optimal way. In earlier networks, virtual circuits were laid out to carry traffic from one
edge point in the network to another and today most networks rely on a pure IP solution.
With IPPMPLS-TE capabilities are integrated into layer 3, which optimizes the routing of
IP traffic based, on the given constraints imposed by backbone capacity and topology.
Traffic flows across a network are based on the resources available in the network. MPLS
is an integration of layer 2 and layer 3 technologies and by making traditional layer 2

features available to layer 3 MPLS enables traffic engineering.

WAN links are an expensive resource in a service provider budget. Traffic engineering
cnables service provider’s network traffic to route in such a way that these links are
utilized efficiently in terms of throughput. TE modifies routing patterns to provide
efficient mapping of traffic flows to network resources and this efficient mapping can
reduce the occurrence of congestion and improves service quality in terms of the delay,
jitter and loss that packets experience. Also it guarantees service levels to end users and

reduces the impact of network failures thus increasing service availability.

MPLS-TE provides explicit routing capabilities to MPLS networks. An originating LSR
or head-end edge node can set up a TE LSP to a terminating LSR or tail-end through an
explicitly defined path containing a list of intermediate LSR’s or midpoints. IP uses
destination-based routing and does not provide a general and scalable method for
explicitly routing traffic. Alternatively, MPLS networks can support destination-based and
explicit routing simultaneously. MPLS-TE uses extensions to RSVP and the MPLS
forwarding model to provide explicit routing. These enhancements provide a level of

routing control that makes MPLS suitable for TE.
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[P routing is based on leased cost routing strategy because IP networks are governed by

the need to get traffic across the network to the destination as quickly as possible. Every

Figure 3.1: [P forwarding network

IP routing protocol has a cost associated with the links in the networks. The accumulation
of the cost of every link of a path is used to calculate the smallest cost path to forward
traffic through the network. This cost can be a single or composite based on the routing

protocol used.

[P forwarding model is based on leased cost path and does not take imto account
bandwidth available on the link which might be different to the link cost. Therefore a
router can keep forwarding IP traffic onto a link, even though that link is already dropping
packets due to insufficient bandwidth to forward all the traffic flows for which the routing
table sees a shortest path for that destination. This results shortest path links to be over
utilized and alternate links to be underutilized. TE could solve this problem by utilizing

the alternative paths to divert traffic.

From the figure 3.1 assuming all links have the same cost then preferred path between the
customer premises equipments (CPE’s) will take the least cost path C1 C5 C4 and the
alternative path C1 C2 C3 C4 will be idle. For example in the event of CPE1 and CPE2
simultaneously sending traffic to CPE 3 and if bandwidth A+B Mbps exceeds C or D

Mbps some packets would be dropped at C1 or CS. IP routing protocols can be used to
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overcome this either by load balancing between both paths or by using routing protocol
metrics steering CPE2 traffic along the C1 C2 C3 C4 path, but this would causing
complexity in an service provider mesh network environment considering operational
point of view. When MPLS-TE is implemented, the [P network shown figure 2.8
transforms into the label switched domain in which the TE label switched paths or TE
tunnels Tunnell and Tunnel2 defined paths that can be used by traffic between C1 and C4.
Here tunnel 1 may represent path C1 C5 C4 and tunnel 2 C1 C2 C3 C4.

The main advantage of implementing MPLS-TE is that it provides a combination of
ATM's TE capabilities along with the class of service (CoS) differentiation of IP.
Therefore, to avoid packet drops due to inefficient use of available bandwidth and to
provide better performance, TE enables to steer some of the traffic destined to follow the
optimal path to an alternate path to enable better bandwidth management and utilization
between a pair of routers. MPLS-TE also provides a resilient design in which a secondary

path can be used when the primary path fails between two routers in a network.
3.2 How MPLS-TE Operates

MPLS-TE operates using logically defined tunnels which are unidirectional per direction
and each data flow between a specific source and destination will have properties or
attributes associated with them. The attributes associated with a tunnel, in addition to the
ingress (head end) and egress (tail end) points of the network, can include the bandwidth
requirements and the CoS for data that will be forwarded utilizing this tunnel. Traffic is
forwarded along the path defined as the TE tunnel assigned to a specific LSP from source
to destination, which are usually edge routers. Unless configured explicitly, TE tunnels
can reroute packets via any path through the network associated with an MPLS LSP. This

path might be defined by the IGP used in the core network.

An IGP protocol such as OSPF or IS-IS with extensions for TE is used to carry
information pertaining to the tunnel configured on a router and these extensions carry
information on available resources for building a tunnel, like bandwidth on a link. As a

result, if a link that does not have the requested resources (example bandwidth) it is not
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chosen to be a part of the LSP tunnel or TE tunnel. Signaling in an MPLS-TE environment

uses RSVP with extensions to support TE tunnel features.

Tunnef 3
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LSR 3 R

Tail end
LSR

A Mbps

A_—.-*

e
O8PF or iS 1S detribution
of TE infarmation

Tunnei 2

TE Path
CPE2 Calculation database

Ingress Router

Figure 3.2: MPLS-TE Tunnels

Iigure 3.2 illustrates the same example shown in figure 3.1; additionally showing the TE
tunnels (Tunnel and Tunnel 2) which have been used to occupy the C1 C2 C3 C4
underutilized link. Ingress (head end) router C1 gathers information on all the available
resources in the network along with the topology, which defines tunnels through the
network between a set of MPLS-enabled routers using the flooded information in IGP
updates. In IS-IS a new (TLV) (type 22) has been developed to transmit information
pertaining to resource availability and link status (LS) in the LS-PDUs. In OSPF, the type

10 link state advertisements (LSA) provide resource and links status information.

Constraint Based Routing (CBR), which is the key mechanism in MPLS-TE which takes
into account the possibility of multiple paths between a specific source and destination
pair in a network. With CBR, the operation of an IP network is enhanced so the least cost
routing can be implemented as well as variables to find paths from a source to destination.
Resource availability and link status information are calculated using a Constrained
Shortest Path Calculation (CSPF) calculation in which factors such as the bandwidth,
policies, and topology are taken into consideration to define probable paths from a source

to destination.
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3.2.1 MPLS-TE Signaling Protocols

There are two signaling protocols for MPLS-TE. RSVP extension for TE (RSVP-TE) and
constrained based LDP (CR-LDP). IETF consensus was reached to carry on with
developing RSVP as the signaling protocol for MPLS-TE and to stop further development
on CR-LDP. This was documented in RFC 3468.

RSVP reserves bandwidth along a path from a specific source to destination. RSVP
messages are sent by the head-end router in a network to identify resource availability
along the path from a specific source to destination. The héad—end router is always the
source of the MPLS-TE tunnel, and the tail-end router is the router that functions as the

endpoint for the TE tunnel.
3.2.2 Resource Reservation protocol (RSVP) Extensions

RSVP-TE is used to establish MPLS LSPs when there are traffic engineering
requirements. It is mainly used to provide QoS and load balancing across the core
network. MPLS traffic engineering automatically establishes and maintains the tunnel
across the backbone, using RSVP. The path used by a given tunnel at any point in time is
determined based on the tunnel resource requirements and network resources, such as
bandwidth. The four main messages used in implementation of RSVP for TE are

described below.

1. RSVP PATH message— Generated by the head-end router and is forwarded
through the network along the path of a future TE LSP. At each hop, the PATH
message checks the availability of requested resources and stores this information

thus RSVP PATH message functions as a label request in MPLS-TE domain.
2. RSVP RESERVATION message— Created by the tail-end router in the MPLS-

TE domain and used to confirm the reservation request that was sent earlier with

the PATH messages.
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3. RSVP error messages— In the event of unavailability of the requested resources,
the router generates RSVP error messages and sends them to the router from which

the request or reply was received.

4. RSVP tear messages— RSVP creates two types of tear messages, namely, the
PATH tear message and the RESERVATION tear message. These tear messages
clear the PATH or RESERVATION states on the router instantaneously. The
process of clearing a PATH or RESERVATION state on a router using tear

messages enables the reuse of resources on the router for other requests.
.4

RIFC 3209 defines these RSVP TE extensions [12]. RSVP “Path” messages flow
downstream with a collection of four objects which relates to EXPLICIT ROUTE,
LABEL REQUEST, SESSION_ATTRIBUTE, and RECORD_ROUTE.  The
EXPLICIT ROUTE object contains a hop list that defines the explicit routed path that the
signaling will follow. The RECORD_ROUTE object collects hop and label information
along the signaling path. The SESSION_ATTRIBUTE object lists the attribute
requirements of the LSP (priority, protection etc.). RSVP “Resv” messages flow upstream

and include two objects related to MPLS-TE (LABEL and RECORD_ROUTE).

3.2.3 Traffic Selection

Selection of traffic to the TE LSP can be done using different approaches which can be
static or dynamic. For example, it can also depend on packet type such as IP or contents
such as CoS. An MPLS network can make use of several traffic-selection mechanisms
depending on the services it offers. Traffic can enter the TE LSP only at the head-end and
therefore, the selection of the traffic is a local head-end decision. Thus MPLS-TE provides
flexibility by separating TE LSP creation from the process of selecting the traffic that will
use the TE LSP.
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Chapter 4

MPLS and Quality of Service

4.1 Overview

QoS is a general term that, in the IP VPN environment, refers to the ability to set control
mechanisms that allows data packets to be handled in a mapner that guarantees certain
levels of performance. It must be highlighted that QoS is not in itself a protocol or
standard like TCP/IP or MPLS. Generally in a modern IP VPN environment, the preferred
technical mechanism for establishing QoS is the Differentiated Services (DiffServ)

standard. DiffServ allows for class-based traffic management.

The ability to differentiate one type of traffic from another as it passes from a non-MPLS
edge to an MPLS core is essential to ensure that applications are assigned to the correct
class of service. Only with precise classification can applications be treated according to
their respective business importance. Businesses can use QoS to optimize their entire data
or MPLS VPN network to ensure the consistent and cost effective delivery of critical
communications. QoS also allows for efficient management in the event of unanticipated
congestion or other network issues impacting on the applications. If you turn off QoS in
sections of a network you may lose the ability to track end-to-end application session
performance. Therefore QoS can optimize your network to ensure business critical

communications are consistently delivered when and where they’re needed [13].

4.2 Differentiated Services

Conventionally all packets are treated as best effort (BE) and routers forward Internet
traffic on a first-in-first-out basis as long as the there is enough buffer capacity on the
interface. As the amount of traffic on the Internet grows the network performance
gradually decreases, causing network degradation, network delay or jitter, and packet loss.
Applications such as Web access, email, and file transfer can typically withstand network

delays, but delay-sensitive applications such as voice, video, and other real-time
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applications cannot. To provide adequate service in a network, some level of intelligence

must be built into the network so that packets are prioritized. A differentiated service

i 2 3 4 5 & 7 4
< >« > >
Precedence Type of Service unused

Figure 4.1: IP version 4 Type of Service (TOS) field

P4

(DiffServ) is one of the QoS architectures which have proven to be scalable and widely

used and defined in RFC 2475 [14].
Differentiated services has two major components, namely

e Traffic conditioning — Includes policing and shaping for the packets arriving at
edge router or LER
e Per-Hop-Behaviors (PHB) — Includes queuing, scheduling and dropping of packets

which is done at each hop

Initially packets have to be classified and matched against parameters from the IP header
such as IP destination, IP source or differentiated service code point (DSCP) values.
Originally, the TOS field in IP header had 3 precedence bits and 4 TOS bits and 1 unused
bit. Precedence bits were used to make various decisions about a packet treatment and
used of TOS bits was never well deployed. The precedence bits are set at edge of the
network into 8 different classes. Figure 4.1 illustrates the TOS fields and their bit

descriptions are mentioned below.

LSB bits are precedence values showing packet relative priority from 0 to 7:

0 - Routine

| — Priority

2 — Immediate

3 - Flash

4 - TFlash Override
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5 — Critical
6 - Internet Control

7 - Network Control

TOS fields indicate packet classifications and 5 combinations are defined:

0 - Normal service

2 - Minimum monetary cost
2 - Maximum reliability

4 - Maximize throughput

5 - Minimize delay

IETF redefined RFC 2475 of DiffServ architecture defining 6 bits for Type-of-Services
field to form 64 combinations for packet treatment. Remaining 2 bits are used for Explicit

Congestion Notification (ECN). Table 4.2 shows the DSCP fields in decimal groups.

) IP Precedence DSCP ]
Decimal Bits Decimal Bits
0 000 0 000000
1 001 8 001000
2 010 16 010000
13 011 24 011000
4 100 32 100000
E 101 40 101000
6 110 48 110000
7 111 56 111000

Table 4.2: DSCP and [P Precedence mappings

From the above table, the 8 precedence values are called classes and DSCP bits mapped to
them are called Class Sector Code Points (CSCP) and abbreviated as class selectors (CS).
RFC 2597, 2598 defines additional 13 DSCP values known as Assured Forwarding (AF)
and Expedited Forwarding (EF) which are shown in the table below 4.3. AF and EF are

further explained in section 4.2 [15].
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1 Class DSCP decimal DSCP bits
‘Default 0 000000
AF11 ] 10 001010 |
AP 12 001100

AF13 14 001110
 AF21 18 010010
CAF22 20 010100

AF23 22 010110

AF31 26 011010

AF32 28 011100

AF33 30 011110

AF41 34 100010

AF42 36 100100

AF43 38 100110

LF 46 101110

Table 4.3: DSCP AF and EF values

DiffServ provides a simple way to categorize and prioritize network traffic aggregates. In
IP version 4, where every router looked at the address, protocol, and port number fields,
and then applied classification rules to each packet on a per-hop basis and classification
rules were applied to a 4-bit TOS field and then a forwarding decision was made. DiffServ
takes the IP TOS field, as a differential services byte, and uses it to carry information
about IP packet service requirements. It operates at layer 3 only and does not deal with
lower layers. DiffServ relies on traffic conditioners sitting at the edge of the network to

indicate each packet’s requirements.

4.3 Per-Hop Behaviors (PHBs) and Codepoints

PHBs are applied by the traffic conditioner to traffic at a network ingress point according
to pre-determined policy rules. The traffic may be marked at this point, routed according
to the marking, and then unmarked at the network egress point. DiffServ provides a simple
method of classifying services of various applications. There are currently two standard

PHRBs defined that effectively represent two traffic classes, namely,

a. Expedited Forwarding (EF) - is defined for low loss, low delay and low jitter
service and any traffic that exceeds the defined policy will be discarded. The
recommended DSCP value for this is 46.
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b. Assured Forwarding (AF) - has four classes and three drop-precedence’s

within each class (equaling twelve code points). Excess AF traffic is not

delivered with as high a probability as the traffic within the policy means it

may be demoted but not necessarily dropped.

Drop Order Class 1 Class 2 Class 3 Class 4

Low AF11=001010 | AF21=010010 | AF31=011010 | AF41=100010
TMedium AF12=001100 | AF22=010100 | AF32=011100 | AF42=100100
' High AF13=001110 | Af23=010110 | AF33=011110 | AF43=100110

Table 4.4: General drop order based on classes 8]

The packets are marked at the edge of the network, by setting the DSCP fields of the
packets according to their differentiated service value. Packets are buffered and scheduled
in accordance to their DSCP values throughout the network by Weighted Random Early
Detection (WRED) and Weighted Round Robin (WRR). Important traffic such as network
control traffic and from corporate customers will be forwarded with high priority. The
DSCP 6 bits is used to queue and schedule packets. General drop order for classes is

shown in table 4.4.

4.4 IP Service Level Agreements (SLAs)

In response to escalating performance requirements for critical applications, converged 1P
networks must become optimized for performance levels. Service Level Agreements
(SLAs) that support application solutions are becoming an increasingly common
requirement, and SLAs in the IP infrastructure are an essential part of optimizing the
network for business. Network equipment must therefore verify service guarantees,
validate network performance, improve network reliability, proactively identify network

1ssues, and react to performance metrics with changes to the configuration and network.

Traditional SLAs are layer 2 circuit-switched networks. These networks must meet a
Committed Information Rate (CIR), or minimal guaranteed bandwidth, as well as a
minimum guaranteed connectivity rate, which is expressed as a percentage (example:

99.9%). This SLA is a fixed point-to-point circuit in no way indicative of the end-to-end
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experience of the end-user and their application. Moreover, the SLA goes with the
customer following a migration from the legacy circuit(s) to other transport options.

Therefore these traditional SLAs are limited and application-unaware.

TN
S

Frame
Reday

Layer 2 traditional SLA

Customer o
CPET Application Aware iF SLA CPEZ

Figure 4.5: End to End IPSLA

IP networks are currently held accountable for carrying all types of applications that
require networks and the Internet to provide the appropriate level of service for the
appropriate application. These include integrated web, voice, video, and business-critical
applications. In order to make real-time network decisions that ensure application QoS, it
is important to measure end-to-end network performance statistics as data traverses the
network. This end-to-end measurement is the only way to accurately assess whether the
performance statistics are satisfactory enough to support the application(s). This is shown

in figure 4.5 and some of the main market drivers for requirement of enhanced SLAs are,

1. Business-Critical Applications -
a. These are individual needs of the customers. (example; Enterprise
Resource Management (ERP), Customer Relationship Management
(CRM), Material Requirements Planning (MRP), portals, and client-server
applications etc.) In order to meet business objectives, service providers
must deliver these applications with a high degree of network performance.
This can only be accomplished with a dynamic network that measures,

adjusts, warns and assists with problem identification and troubleshooting.
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2. Voice -
a. Dedicating a single converged network connection to voice, video, and data
traffic reduces network complexity, resulting in measurable cost savings in

hardware, software, and management while ensuring quality.

3. Audio/Video Conferencing -

a. As virtual teams, global offices, and telecommuting are become more
frequent, there is a corresponding increase in the importance of video and
audio services. Examples of emerging applicatigns include:

i. Audio and web conferencing tools allow real-time meeting places.

ii. Voice over IP (VoIP) phones in home offices enables
telecommuters to traverse the company network.

iii. Seamless interface for scheduling and hosting multimedia
conferences.

iv. Unified messaging which is integration of voice, email, fax, and
scheduling into one interface accessible both via voice and online.

v. All of these value-added applications depend on an IP network that

can deliver an appropriate level of network performance.

4. Virtual Private Networks (VPNs) -

a. Customers could easily upgrade their network traffic over the MPLS VPN
circuits when the provider can ensure the requested bandwidth and QoS
with confidence. The increasing frequency of MPLS VPNs with QoS
guarantees requires providers to pay closer attention to network

performance.

5. Outsourcing Services-

a. Many enterprises outsource their network and services from service
providers. In the agreement, pricing are based upon variety of criteria
related to network uptime, mean-time-to-repair (MTTR), bandwidth,
latency, packet loss, and jitter. The agreements can also be specific to
traffic types like database application (Premium package), Internet (Silver
package) and email (Bronze package) etc.
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Network engineers can use a variety of benchmarks, including delay, packet loss, jitter,
packet sequencing and connectivity, to measure the quality of service delivered to the end
user. An IP infrastructure that supports these metrics ensures a successful network-wide

rollout of business-critical applications.

Therefore, to ensure application delivery for customers, SLAs need to be tight. An IP SLA
i1s an SLA that is set very precisely and thus provides a service level that is both realistic
and high quality. Service Providers that support improved IP SLAs have the opportunity
to increase their business and to successfully rollout new applications. In order to tighten
nctwork SLAs, service providers need technology that support metrics and accuracy

within the IP infrastructure.

In this thesis, considering the need for IP SLA a software program has been developed
based on JAVA and SNMP libraries which gather network performance metrics such as
end-to-cnd delay, jitter, and availability and application performance (http) for each VPN
customer circuits. The results are represented in graphs including summary which will
ensure the service provider to deliver what customer expects. Standard SLA programs are
much expensive asset in a service provider’s CAPEX. Therefore this has been developed

as a low cost solution which could be used as a tool until service provider’s maturity.

SNMP is one of the most commonly used technologies when it comes to network
bandwidth and performance monitoring. Collections of information of device statistics are
represented hierarchically in the devices Management Information Base (MIB). Object
Identifiers (OIDs) uniquely identify managed objects within MIB hierarchy and SNMP is
used to access them. OIDs are represented as a tree structure and each vendor have their
own OIDs under the “private” column in an OID Tree. Figure 4.6 shows an OID tree
hierarchy for CISCO. For example a complete OID for CISCO router 7604 to obtain
protocol information would be 1.3.6.1.4.1.9.9.42.1.2.2.1.1.X, where X is a number unique
to a particular SLA which is used when configuring SLA in that device. The MIB used in
this work is CISCO-RTTMON [16], [17] to query SLA details from CISCO devices.
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This program uses SNMP JFreeChart to display graphs and SNMP4J libraries to query
SNMP enabled devices and also uses Access database to store user information and
performance mercies for each SLA types concerned. The program is tested with CISCO
7600 and 12000 series routers from a live MPLS network but can be customized for any
equipment that supports SNMP and having their MIBs for the required OIDs to gather
different SLAs. Figure 4.7 (a) and (b) shows the flow chart of the program operation using

SNMP.
e
v orgdodinternneat
1361
Dhrentory Mami Experimental Private Security
1 2 3 4 5

Enterprise
.

Ciscn
4

Figure 4.6: MIB tree for vendor CISCO (1.3.6.1.4.1.9. X X. X.X.X) where “X” represents values

specific to a product.

The flow chart below in figure 4.7 shows the operation of the program. Figure 4.7 (a) is
the main polling program which uses SNMP to establish connection with SNMP enabled
nodes and query configured SLA parameters in a sequence. Figure 4.7 (b) describes
viewing of customer performance reports. Once a customer and SLA is selected, the
program retrieves data from database, perform any calculation if necessary and populate

results graphically.
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Figure 4.7: SLA program logic to generate performance reports.

Each SLA parameter is maintained in separate tables in an Access database. Average
values are calculated from the returned values from the devices in response to a query
from the program and database is updated periodically. The polling time is 10 minutes but

this could be customized.
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simulations, the model behavior will change each simulation according to the set of initial

parameters assumed for the environment.

Several software packages exist for running computer-based simulation modeling of a
network topology and there is limited number of simulation programs available
commercially to do MPLS simulations which are very expensive. For example, MPLS
module in OPNET simulator offers the most comprehensive and accurate performance
predictions of networks that incorporate MPLS-TE technology and policies. Therefore an
open source based network simulator known as “GNS3” [4] is used to setup and simulate
the MPLS-TE tunnels initially and results are been captured i:l a real lab environment. The
simulator is not used to capture or compare results with the real lab because of the
extensive processing power it required and eventually delaying the response time of the
routers and was difficult to obtain acceptable results. It was used to study and understand
the concepts of MPLS-TE and the configurations were used in a real lab to obtain the

results.
5.2 Setting up MPLS topology and assigning traffic via TE tunnels

In order to develop TE tunnels an MPLS network topology was implemented and tested in
a real lab environment using vendor equipments from CISCO and results are obtained.
Simulation demonstrates how TE is used to divert traffic in an underutilized alternative

path using tunnels. The following equipments and parameters were considered
Simulation Parameters for the model,

1. Core and Edge routers in GNS3 simulation program — CISCO 3640 with IOS
software release 12.3 (26)

2. Core and Edge routers in real test lab— CISCO 2800 10S 12.4(15)

3. Frame Relay Switch — CISCO 2821 with 3 asynchronous ports of 128Kbps and
10S 12.4 (8a)

4. Links — 100 Mbps Ethernet for the whole topology using the GNS3 simulator
and 128Kbps point to point 3 serial links for core routers in Lab environment
via frame relay switch. The edge routed connected to core routers via 100Mbps
Ethernet connections.
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5. Routing Protocol — BGP and ISIS

6. “Iperf” tool is used to generate UDP traffic via the backbone to the other end
from PC1 to PC3

7. Initial bandwidth reserved for each interface 96Kbps for the real lab and

512Kbps for the simulation.

Figure 5.1 shows the topology diagram simulated in GNS3 and figure 5.2 is the diagram
for the real lab network. Router configurations are attached in appendix A and B. Routers
C1, C2 and C3 are the core routers and PE1, PE2, and PE3 are the edge routers. MPLS is
enabled on all core router interfaces and all edge router interf;ces facing the core network
side. The Interior Gateway Protocol (IGP) used is IS-IS within the core and customers
routes are propagated using BGP peering with all edge routes using their loop back
addresses. Customer-end networks used are 192.168.1.0, 192.168.2.0 and 192.168.3.0. By
default IS-IS selects the shortest path C2 C3 to steer traffic and the link C2 C1 C3 is all
most idle. One solution to occupy this idle link is to change default metric values of the
protocol but this would be cumbersome in large complex service provider network. The
viable solution is to implement TE for less critical traffic such as Internet and email which
could be diverted via the longest path C2 C1 C3. Delay sensitive applications like voice,
video or database access can be routed via the shortest path providing adequate end to end

response time, jitter and delay.

In the real lab, tunnel 0 (TO) was setup to follow PE1 C2 C3 PE3 path and traffic destined
to 192.168.3.0 was routed through TO. Traffic destined to 192.168.7.0 was routed through
PE1 C2 C1 C3 PE3 tunnel 1 (T1) path. TE was enabled on interfaces of C1, C3 and C2
(except fast Ethernet 1/0) and on all fast Ethernet 0/0 of edge devices. Initial bandwidth

reserved was 96K on each TE enabled interfaces.
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Figure 5.1: Initial Topology creations in GNS3, all routers are CISCO 3640 with IOS version
12.3(26)
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Figure 5.2: MPLS network Topology implemented in Lab, all routers are CISCO 2800 and core

serial links are connected via a Frame Relay Switch
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In real lab environment tunnels TO and T1 were setup with 48Kbps (priority 7) and
32Kbps (priority 2) of bandwidth respectively. A tunnel of priority 2 has a better priority

than a tunnel of priority 7 and this could be clearly seen in figure 5.8 (a).

Initial neighbor relation ship between the edge and core routers are shown below in
figures 5.3 (a) to (f). All routers are peering with their loop back addresses LO and
customer routes 192.168.3.0, 192.168.7.0, 192.168.2.0 are been propagated on each edge

node via BGP. Figure 5.4 shows the routing tables for these networks.

P4
PEl#sh dsis topalogy
I5-I% paths 1o level-2 routers
System Id Matris NeEXt -HOp Interface  snpa
[y 1¢ 2 Fan/o QUL7. 9491, 0488
PEL -
20 22 FaQ/s/0 G017, 9491, Gals
30 PE3 MMPLS TE-Tunnel
FE3 TUh MAPLS TE-Tunnel
20 c2 Fag/ 0 0017.9491. 0aB8
20 2 Fa0/0 0017.9401., 0as88

Figure 5.3 (a): Topology Information in Router PE1

PEZ#sh i=is topology

Iz-15 paths to level-2 routers

System Id Metric Next-Hop Interface  SHPA

Z2 10 2 FaQ/0 0017.5491. 0489
PEL 20 c2 Fal/0 0017.5491. 0a85
3 20 c2 Fao/0 0017.5491. 0a8%9
PE3 30 c2 Fao/0 0017.9491. 0a8%
1 20 c2 Fad,/0 0017.9491. 0ag9
FEZ -

Figure 5.3 (b): Topology Information in Router PE2

PE3#sh Isis topology

13-135 paths to lewel-2 routers

System Id METric MERT -HOp Interface  SHPA

> 20 3 Fa0/ 0 0017. 950b. d968
PEL 30 3 Fanso QUL17. 95hb. d963
3 10 C3 Fal/ /o 0017. 95hbh, 968
FE3 -

o1 20 3 Fa0/0 DU17.95bb. d9es
FEZ 30 3 Fal/0 0017, 45hh. d968

Figure 5.3 (¢): Topology Information in Router PE3
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“l#sh isis topology

5-15 paths to level-2 routers )
em Id metric next-Hop interface SHPA
]

G =

[ 10 2 SeQ/0/0.102 OLII 102
FEL 20 ZZ 5e0/0/0.102 DLCI 102
[t 10 3 5ed/0/0.103 OLCI 103
FEZ 20 3 5e0/0,/0.103 DLCI 103
1l -—

E2 20 2 Se0/0/0.102 DLCI 102

Figure 5.3 (d): Topology Information in Router Cl1

co2#sh isis topology

135-15 paths to level-2 routers 2

system Id Metric Next-Hop Interface SHPA

PE1 10 PEL FaQ,/0 0017.95aa.61e0
23 10 c3 se0/0/0.203 DLCI 203

PE3 20 C3 5ed/0/0.203 DLCI 203

Z1 10 1 Se(/0/0.201 DLCI 201

PEZ 10 PE2 Fal/1 0017.95aa. 7140

Figure 5.3 (e): Topology Information in Router C2

c3#sh isis topology

15 paths to level-2 routers

tem Id Metric Mext-Hop interface SNPA,
2 10 2 Sen/0/0.302 DLCI 302
PEL 20 2 se0/0/0.302 DLCI 302
3 -
PE3 10 PE3 Fal/s/0 0017.9%%aa. 5Th8
1 10 il 5e0/0/0.301 DLCT 301
FE2 20 cz 5en/0/0.302 DLCI 302

Figure 5.3 (f): Topology [nformation in Router C3
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PEL#sh i@ route

cadpz: C - connected, S - static, Ro- RIP, M - mobile, B - BGP
O - EIGREP, EX - EIGRP external, © - OIPF, IA - OsPF inter area
Wl - OSPE NSSA external Type 1, W2 - OSPF NIZA pxternal type 2
g1 - o5pF external Type 1, E2 - O5PF pxternal Type 2
i . 1s-1%, su - IS-1% summary, L1 - I5-IS Tevel-l, L2 - I3-1S levael-2
43 - 1s-IS inter area, % - candidate default, U - per-user static route
o - GDR, P - perindic downloaded static route

sateway of last resort is not set

172.32.0.0/24 s subnetted, 1 subnets
o 172. 1.0 is directly connected, rastEtherneto,/1.200
10.0.0. 35 wariably subnetted, 12 subnets, Z masks
T 10.UL.1.0°3%0 s directly cornected, Fastethernetl/0
L2 10.11.0.132 [A1s20] via 16.11.1.2, Fastethernetd/0
Le 10.11.2.0/30 [115/20] via 16.11.1.2, Fastethernet(/0
L2 10.17.2.0/30 [115730] via 10.11.1.2, FastETthernetd/C
Le 10.13.2.0/30 [115/20] wia 10.11.1.2, FastEThernet (/0
L 10.12.1.0/30 [115/720] wvia 10.11.1.2, FastEthernetl/0
L2 10.1%.0,1,/32 f115/30] via 10,11.1.2, FasteEthernetd/¢
L2 10.12.1.0/30 [115/30] via 10.11.1.2, FastEthernedd 0
2 10.12.0.1/32 [115/30) via 10.11.1.2, FastEtherneto/ /0

10.11.90, 8732 s directly connected, LoopbackQ

: [I6.17.0.8/3¢ 1157457 10.11.1. 2, FastEthernetd/Q
: 3. 0. 8737 [1I5730] via T, TL.1.2, FastEthernetld/u
168, 7. 07241 [200/0] via 10G.12.0.8, 01:30:58

251 0/04 s directly comnected, Fasterhernatds1. 50
5. 2.0/24 [200/0] via 10.13.0.8, 005710
5.100,0/24 is directly connected, Fastethernet0/1,100
S Os04) [200/0] vwia 10.12.0.8, 01:05:28

03 60T T ke e (Y [ PO JOURS PSS T SN NS DR D

Figure 5.4: IP routing table showing customer subnets and next hop addresses

The figures 5.5 (a) shows, all packets take the default shortest path identified by the

shortest path algorithm and figure 5.5 (b) illustrates that’s packet destined to 192.168.7.1

address can be steered via the alternative longest path using a tunnel T1. Each tunnel has

their head-end originating from PE] and tail- end at PE3. Figures 5.7 (a) and (b) shows

tunnel status, allocated bandwidth and priority values. There are many ways to assign

traffic to the tunnels. Here we use policy based routing at input interface of PEI fast

Ethernet 0/1.
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uu-uw-uuwuuw»‘«-wwu-kww-nwuwwwwwwarace tD destﬁnation W"ithout tuﬂr-|21S#i{i«“h'h'»‘-{'f-{wk'##www‘h‘uwt
Cihstracert 192 168.7.1

Tracing route to 192.168.7.1 over a maximum of 30 hops

1 <l ms <l ms <l ms 152.168.1.50
2 47 ms 47 ms 47 ms 10.11.1.2
A 41 ms EX 37 ms 10.11.2.2
4 28 ms 28 ms 28 ms  192.168.7.1

Trace complete.

CrhaTracert 192,168,

%)

.52

Tracing route to 192.168.3.52 over a maximum of 30 hops

1 <l ms <1l ms <l ms 192.168.1.30
2 47 ms 47 ms 46 ms 10.11.1.2
37 ms 37 ms 37 ms  10.11.2.2 <
4 23 ms 23 ms 23 ms  10.12.1.1
i 28 ms 27 ms 27 ms  192.168.3.52
Trace complete.

Figure 5.5 (a): Trace through PE1 to PE3 takes the shortest path always for 192.168.3.52 and
192.168.7.1 destination network

HOHHHOW R W W RN R W R HWHE NN REN YR TR 3 ce T destination W T TUNNE T S % b s sk b b e Kb RO Y Rk
Cihrtracert 192,168,352
Tracing route to 192.168.3.52 over a maximum of 30 hops

1 <1 ms <l ms <l ms 192.168.1.50
2 47 ms 47 ms 47 ms  10.11.1.2
3 37 ms 37 ms 42 ms  10.11.2.2
4 156 ms 23 ms 23 ms  10.12.1.1
5 28 ms 27 ms 27 ms  192.168.3.52

Trace complete.

Tracing route to 192.168.7.1 over a maximum of 30 hops
1 <l ms <1l ms <1l ms 192.16&8.1.30
2 7O oms 70 ms 70ms 10.11.1.2
3 al ms 60 ms a0 ms 10.13.2.2
4 51 ms 51 ms 185 ms 10.12.2.1
5 213 ms 41 ms 41 ms 192.168.7.1

Trace complete.

Figure 5.5 (b): Trace through PE1 to PE3 for 192.168.7.1 takes the alternative path

PEl#sh ip rsvp interface
interface rsvp  allocated 1/F max flow max sub max
Fao,/ 0 2na BOK 6K Q6K a

Figure 5.6: Total bandwidth reservation by both tunnels at fast Ethernet 0/0 is 80Kbps at PE1
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o

pElash mpls traffic-eng tunnels Tunnel O

Name: PEL_TO {Tunnel0) Destination: 10.12.0.8
STatus:
scdmin: up oper: up path: valid signalling: connected

path oprion 10, type explicit pathc2e3 (Basis for setup, path waight 30)

config Farameters:

Hangwidth: 48] “kbgs {Globaly priority:[7 7] affinizy: 0w JUXFFFF
matric Type: TE (defauir)
autoRoute: enabled LockDown: disabled Loadshare: 48 bw-based

auro-bw: disabled
active path option Paramerars:
state: explicit path option 10 is active
Bandwidrhoverride: dizabled LockDown: disahled verbatim: disahled

Intakel @ -
outiabel @ FastEthernetJ/0, 25
r3vP signalling Info:
sro 10.11.0.8, bst 10.12.0.8, Tun_Id 0, Tun_ Instance 3
revp path Info:
My Address: 10.11.1.1
{Exp?ﬂcﬁt RGUtEF 10.11.1.2 10.11.2.2 10.12.1.1 10.12.0.8
wBCard Houte: NONE
Tepec: ave rate=48 kbits, burst=1000 bytes, peak rate=48 kbits
povP Resv Info
record  ROute: WOME
Fspec: ave rate=48 kbits, burst=1000 bytes, peak rate=48 kbits
zhortest unconstrained path Info:
Fath weight: 30 (TE)
gxplicit Route: 16,11.1.2 1¢.11.2.2 10.12.1.1 10.12.0.8
History:
Turnnel:
Time since created: 1 hows, 32 minutes
Time since path change: 1 hours, 32 minutes
pumber of LSP Ibs (Tun_Instances) used: 9
Current LEP
yptime: 1 hours, 32.m
Prior LSP:
16: path option 10 (6]

e

AT &3

Figure 5.7 (a): TO reserved with 48Kbbps and priority 7 and explicit route shows the shortest path
via C2 C3
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cpl#sh mpls traffic-eng tunnels Tunnel 1

rame: FEL_TL ¢Tunnell)y pestimation: 10.12.0.8
STAatus:

admin: up Qper: up path: valid

: s y  signalling: connected
path cption 20, Ttype explicit pathglc2e3 (Basts for setup, path weight 407

i ] kbqs (3lobal) pPriority
Fic Type: TE (default)
autoroute: enakled Lackpown: disabled
auto-bw: disabled
acrive Path option Parametars:
Zrate: explicit path option 20 is active
Eandwidthoverride: disabled Lockbown: disabled

2 affinity: Ox0/0xFFFR

Loadshare: 32 bw-based

verbatim: disabled

Intabel @ -
ourlLabel @ Fastethernetd/s 0, 26
rsvP signalling Info:
Sre 40,11, 0.8, Dst 10.12.
reve path Info:
My Address: 10.11.1.1
EYplicit moure: 10.11.1.2 10.13.2.2 10.12.2.1 10.12.1.1
10.12.0.8
record Route: MONE
Tspec: ave rate=32 khits, burst=1000 hytes, peak rate=32 khits
RoVE Resy Info:
racord ROUTE: NOME
Fspaec: ave rate=32 kbirs, Burst=1000 bytes, peak rate=3iz kbits
shortest unconstrained fath Infol
path weight: 30 (TE}
gxplicit Route: 10.11.1.2 10.11.2.2 10.12.1.1 10.12. 0.8
History:
Tunngl:
Time since created: 1 hours, 32 minutes
Time since path change: 1 hours, 32 minutes
wumber of LSP IDs (Tun_Instances) used: 14
Current LEPI
uptime: 1 hours, 32 minutes
Prior LSRR
10: path opticn 20 [7]

0.8, Tun_Id 1, Tun_ Instgnce 14

Figure 5.7 (b): T1 reserved with 32Kbps and priority 2 and explicit route shows the longest path
hops via C2 C1 C3

From figure 5.8 (a) tunnel T1 with priority 2 consumes 32 Kbps and reservable bandwidth
is 64Kbps (96-32) and any tunnel with priority less than 2 (3 to 7) sees reservable
bandwidth as 64Kbps. Thus tunnel TO with priority 7 consumes 48Kbps and reservable is

16Kbps. This shows important tunnels gets more resources.
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rel#ésh mpls traffic-eng topology 10.11.6.8

Tap Td: 0LO0.1100, 0008, 00, MPLS TE 1d:10.11.0.8 Router wode (isis level-23 id 2
T4nk[0]: Point-To-PDint, Nbr IGP 1d: 0100.1100.0001.00, nbr_ node wd 1, gen:l4
frag.id o, Imtf Address:10.11.1.1, Nbr intf address:1¢.11.1.
TE metric:l0, IGP metric:lo, attribute flags:ox0
SRLGS @ MOons
ohyys ical bw: {kbps), max_reservable_bw_ global: { i(kbps)
mas_resarvahle_ bw_>ug 0 Ckbps)
Global rool sub Poal
Joral allocated reservable resarvable
g (kbps) o (khps) B (kbps)
____________________________________ |
Frec[Q]: 0 U6 O
bw{l]: g 96 0
bw[2]: 32 &4l 0
bw{3]: 0 () o]
a7 o) 4 )
ber[5]: 0 B4 0
bw{6]: 0 54 0
bw[7]: EE] 1a] 20

Figure 5.8 (a): Bandwidth allocation in PET at Fast Ethernet 0/0 interface of router PE1.
BW (2) and BW (7) are the priorities of the tunnels.

PEl#;h mals traffﬂu-eng

Tink-management bandwidth-allecation Fastetharnet 070
ystem Information:

Links Court: 1

Eandwwdrh Hold Time: max. 15 seconds

Limk Ip::  Fabs/0 (10.11.1.1)

Local Intfo 10: 1

Link Statuit
SRLGE Mone
ntfc switching Capability pescriprors

pefault: ntfo switahing de pscl, Encoding ethernet

Link Label Type: packet

physical Bandwidth:

Max Res Glabal Bw:
Max Res Sub Bwl
gw Descriprors:
MPLS TE Link
Inhound Admission:

Stateas

cuthound Admission:

128 kbits/sec
96 kbits/sec (reserved:

0% wn,

H3I% outl

Q b1t~/:pc (reserved: 100% n, 100% out)

2

MPLS TE on, R3¥P on, admin-up, flooded,

reject-huge
aT%

admin, weight: 10 (IGR)
IGP Neighbor count: 1

up Thresholds 126
Down Thresholds : 521

ow-if-room

allocated

pownstream Global Pool Bandwidth Information (kbits/s e

KEEF FRICGRITY Bw HELD Bw TOTaL HELD Bw LOCKED BwW TCGTAL LOCKED
0 Q 0 0 ol
1 G 8] 2] [«
2 [ Q 35 32
3 0 0 O 32
4 4] Q 0 Y
5 ¢ Q 0 3¢
& 0 0 9] 332
7 ) 0 PEy &0
pownstream Sub Fool Bandwidth Information (kbits S5eC):
KEEF PRIQRITY Bw HELD BW TOTAL HELD BwW LOCKED Bw TOTAL LOCKED
Q Q2 0 Q 0
1 6] [V} o] 0
2 0 O 0 G
3 o] 0 0 G
4 G Q 5] G
S ¢] o] 0 ¢
& ¢ Q 0 G
7 0 0 0 8]

Figure 5.8 (b): Bandwidth allocation by both tunnels TO and T1 at Fast Ethernet 0/0 interface of
router PE1
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PEl#sh ip route

Codes: © - oonnected, £ - static, R -~ RIP, M « mobile, B ~ BGP
0 - EIGRP, EX - EIGRF external, © - OSPF, IA - OSPF inter arex
Hl - OSPF NZSA external type 1, M2 - OSPF NESA external type 2
E1 - OSFF external type 1, E2 - OSPF external type 2
i~ 15-1%, su - IS-IS summary, L1 - I5-1% deyvel-l, LZ - I15-I% levgl-2
ia ~ IS~IS dinter area, ¥ - candidate default, U - per-user srtatic route
o - ODR, P - periodic downloaded static route

Gareway of Tast resort is not ser

is subpetted, 1 subnets
is directly connected, FastEthernetos1.200
A

10.0.

A8 is wvariably subnetted, 12 subnets, Z masks
iz 15.11.1.5730 s dwrﬁctly connefted FastEThernet U/ 0
iLe 1G.11.0. [115,/20] wla 10.11.1. FasteEthernet0,/0
oLz 10.11. 2. f115,/20] wia 1¢.11.1. 2, Fastetharnet /0
L2 10.12.2. {115/30] wia 10.11.1.2, Fastethernetd/ 0
ioLe 10,1502, {115/20] wia 10.11.1.2, Fastethernet) 0
i Lz 10.13.1. (115/20) via 10.11.1.2, FastethernstQ/0
i oLz 1G.13.0. [115/30] «ia 10.11.1.2, Fastetherhet0/0
1oLz 10.12.1. [115/30] via 10.11.1.2, Fastetharnetd /0
ioL? 10.12.0. {115f“0] wia 10.11.1.2, FasteEthernetd, 0
o 10.11.0, 1s directly connected, Loopbacko
1oLz 10,14.G. [115/40]) viajl0.12.0.8, Tunnell

[115/40] +72{10.22.0.8, Tunnely
i L2 10.13.G.Sf32 [115/30] via 1¢.11.1.2, fFasterharnsto,/0
B I192.168 L0/ 24 {700/0] via 10.12.0.8, 01:30:58
< T3S L 072 s dwrecr1/ !Dhﬂ&&ﬁ&d. Fastetharnatd/1., 50
B 192,168, 2.024 {‘OO’O] via 10.13.0.8, 00:57:16
{
E

8,100, ['4 iz directly connected, Fastethernet(,/1.100

PEL#sH ip route 10.12.0.8
Fouting entry Tor lU 12.0.8/32
Known via Cisis’ s distance 115, merric 40, type leve]-2
rRedistributing via isis
Last updare from 10.12.0.8 on Tunneld, 01:32:48 ago
pouting Descriptor Blocks:
* 10.12.0.8, from 10.12.0.8, via Tunnall
goute metric is 406, tratfic share count s 2
10.12.0.8, from 10.13.@.83 via Tunneld
route metric is 40, traffic chare count is 3

Figure 5.9: IP routing table after tunnels are been setup and PE3 (10.12.0.8) has two paths Tunnel
TO0 and Tt

wowwoccvoconscnww Inp Traffic (12kbps) from PE1L to PE3 customer 192,168, 7. 0wwwuw

microsoft windows <P [version §5.1.2&00)
G20 Copyright 1985-2001 Microsoft Corp.
civAINiperfs>iperf.exe -u -¢ 192.168.7.1 ~t60 -il -bl2K

Client connecting to 192.168.7.1, UDP port 5001

Sending 1470 byte datagrams

UoP buffer size: 8.00 kByte (default)

[1716] Tocal 192.168.1.10 port 1050 connected with 192.168.7.1 port 5001
[ 0] Interval Transfer Bandwidth

[1716] 0.0~ 1.0 sec 2.87 KBytes 23.5 Kbits/sec
[1716] 1.0- 2.0 sec 1.44 KBytes 11.8 kbits/sec
[1716] 2.0- 3.0 sec 1.44 KBytes 11.8 khits/sec
[1718] 3.0- 4.0 sec 1.44 kBytes 11.8 kbits /ser

[

[1716] 59.0-60,0 1.44 KBytes 11.8 khits/sec
[ 10] Interval Transfer Bandwidth
[171a] 0.0-81.8 90.4 KBytes 12.0 kbits/sec

w
]
~

wi
m
[a}
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Figure 5.10 (a): “Iperf” tool 1s sending 12Kbps UDP traffic to destination 192.168.7.1 from PC1

wasse oo icev op traffic (30kkbps) fraom PEL ta PE3 customer 102,168, 3. Qwsovsw

T\LNiperfriperf.exe —u ~C 192.168.3.52 -t120 -1l -h30K

client connecting to 192.168.3.52, UCP port 5001

sending 1470 byte datagrams

LoR buffer size: 8.00 KByte (defaulr)

[1716] Tocal 192.168.1.10 port 1049 connected with 152.168.3.52 port 5001
[ 1p] 1nterwval Transter Bandwidth

[17186] ©0.0- 1.0 sec 4.31 KBytes 35.3 Kbits/sec
[1716] 1.0- 2.0 sec 4.31 KBytes 35.3 Kbits/sec
[1716] 2.0- 3.0 sec 2.87 KBytes 23.5 Kbits/sec
[1716] 3.0- 4.0 sec 4.31 KBytes 35.3 kKbits/sec

[1716] 118.0-119.0 sec 4.31 KBytes 35.3 Kbits/sec

[1716] 119.0-120.0 sec 4.31 KBytes 35.3 kKbits/sec

[ 1D] Interval Transfer Bandwidth

[171a] 0.0-120.8 sec 442 KBytes 30.0 Khits/sec

[1714] server Report:

[1716] 0.0-120.8 sec 442 KBytes 30.0 Kbits/sec 1.165 ms 0/ 308 (0%)

Figure 5.10 (b): “Ipert” tool is sending 30Kbps UDP traffic to destination 192.168.3.52 for 120

seconds from PC1

Above figures 5.10 (a) and (b) shows traffic of 12Lbps and 30Kbps been sent which could

be seen at tunnel interfaces shown in figure 5.11 (a) and (b)

PEL#sh int tunnel O
Tunneld s up, Tine protocol is up
Hardware is Turmel

MTU 1514 bytes, Bw 100 kbit/sas, b
reHabﬁw’tyEH;‘ZSS, txload 737255,

gncapsulation TUNNEL, loopback not seat

Kespalive not sat

Turnel source 10.11.0.8, destination 10.12.0.8

Tunnel protocol/transport Label switching

r
LY 50000 use:,
25 rxload 17259

Tunnal transmit bandwidth 8000 (kbps)

Turne] receive bandwidth B000 (khps)

Last dnput never, output G0:16:07, output hang never

Last clearing of “"show irnterface” counters newver

Irput queue: 0,75/70/0 (sizesmax/drops/Tlushes); Tortal output drops: ©
aueueing strategy: tifo
output gueue: 00 (size/max)
5 ominute input rate § _hits/sec, 0 packets/sec

5 minute output rate (29000 hits/sec, 2 packets/fsec
O packets dnput, O bytes, 0 no buffer
received O broadcasts, O runts, ¢ giants, 0 throttles
0 dnput errors, 0 CRC, 0 frame, 0 overrun, O ignhored, 0 zbort
1356 packets output, 1290888 bytes, 0 underruns
0 output errors, O collisions, O interface resets
O unknown protocol drops
O output buffer failures, 0 output buffers swapped our

Figure 5.11 (a): Tunnel 0 interface bandwidth 29Kbps
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pEl#sh int turmel 1
Tunnell fs wp, Tine protacol is up
Hardware s Tunne]l
Interface s unnumbered. Using address of Loopbacko (10.11.40.8)
MTU 1514 bytes, Bw 100 khit/sec, DLY 50000 usec,
reTiabiﬁﬁty 2557255, txload 287255, rxload 17255
Encapsulation TUNNEL, loopback not set
kKeapalive not set
Tunne] source 10.11.0.8, destination 10.12.0.8
Tunnel provocol transport Label switching

Turnel transmit bandwidth 8000 (kbps)
Tunnel receive bandwidth 3000 (kbps)
Last input never, output 00:00:48, output hang never
Last clearing of “show interface” counters never
Input guaus: 0/75/0/0 (size/max/drops/flushesy; Total output drops: 0
queueing strategy: Fifo
output queue: 070 (size/max)
5 minute input rate 0 bits/ssec, 0 packets/sec
5 minute autput ratelll00d bits/sec, 1 packet¥/sec
0 packets input, O bytes, O no buffer
received O broadcasts, O runts, 0 giants, O throttles
0 dnput errors, O CrC, O frame, 0 overrun, 0 dgnored, 0 abort
467 packets ocutput, 204562 bytes, 0 underruns
0 output errors, ¢ collisions, 0 Interface reserts
¢ unknown protocol drops
G gutput buffer failures, U output buffers swapped out

Figure 5.11 (b): Tunnel ! interface bandwidth 11Kbps

Figure 5.12 represents the flooding during change in interface state of a tunnel 1 to the

whole topology at C2. The state information is flooded in all 3 links of C2.
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RN R ORI NCR RO R R RO R R R R R

senn e ks oo iooerynral 1 omanually shutdown

3027136, 146 TE-LM-ADMIT: Admission comtrol raceivad REVE Resy delete rorification for 10.11,0.08 128 {110.

2137136, 165; TE-LM-RSRC: TagrM Delatg Downstraam:: dest: 10.12.0.87%, src: 10.11,0.8/28, Fal/0 --> 5eQ/

(2 TagRM Response: Dewnstream: opi 3, dest: 10.17.0.871, sra 10.11.0.8/28, up.tag:
c 0

201 (otwnstresm): unlocking Alobal pool 37 kbits/ses at keep-pr fority
1 (Downstre RETY GIohaT FaoT 0 [4f% loded 0 [0] at keep- )rmmt, ¢
§/0,200¢ pownstream Global Poo) bandd dth < ange at kaep.priority, 7,

73 TE-LM-BW: 1ink eot, .
00 TE-LM-aDv: LSt Vink segy

TE'-vLMuADV: arpa isic Tevel-2: *&¢ flpoding node information o
ram Inforpation::

Hunqu protocol: 1515
Header Information::
IGF System 100 G100,1100. 0001, 00
MPLS TE Router 1D: 10.11.0.1
rTncdnd Unks 3l
um jH (FastETRErnetd/0)
Link t'xet Type: Foint- ro point
vink 1P address: 1011
e ghbor : b CilOihllO0.0QOS.OG. e 10,1011
TE metric 10
L3P mctru 10
SRLGS: HOne
Ph ‘1'ra1 gandwidt 128 l(bﬂSfCeC
r\ES Global Bw:
1 RES. Sub BW:
L1 DERNSTrEan:;
K suby pood
Clrar o mmememmemms o
AT reservable Bandwiorh{C]: ¢ kbits /'sec
LT peservable Bandwidthil]: 0 kbits/sec
L1740 reservable Bandwidthi2]: 95 (
36,170 reservahle Bandwidth{3]: E
5.1 Reservalile Barujmr'rh{d]: a5
5. 170 reservable sandwidths]: 45
70 Raser Bandwidth [6 an {
L1740 raservable Bandwidth{7]: 26 0 khits/feec
38,174 arteibute Flags: (00000000

Figure 5.12: Triggered flooding at C2 during T1 shutdown at PE1. The highlighted portion shows
T1 bandwidth 32Kbps been released during tunnel shutdown and this information is flooded to all

TE enabled three links at router C2.

5.3 QoS Marking using Differentiated Services Code Point (DSCP)

The generated UDP packets were classified based on the table 5.13 below at the edge
router PE1 as premium and silver service levels. Premium service is for UDP sessions
marked with priority value AF21 (18) at the input are queued with a priority bandwidth of
48kbps at the output fast Ethernet0/0 to the sever 192.168.3.10. Silver service is for UDP
sessions with the server at 192.168.7.10 and the packets are marked with AF11 (10) at the
input and queued with a priority bandwidth of 32kbps at fast Ethernet 0/0. Any other
packets are classified as default service with no priority and rate limited to 64kbps at the
output interface fast Ethernet0/0. Servers 192.168.3.10 and 192.168.7.10 are located in
PE3 and 192.168.2.50 is the Ethernet interface of router PE2 in the figure 5.2.
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Without QoS control and TE all packets destined to customers at PE3 would take the
default shortest path of PE1, C2, C3, and PE3 thus idling the alternate path PEL, C2, C1,
(3 and PE3 . The backbone capacity of core router C2 serial interface0/0/0 is limited to
128Kbps and when the bit rate exceeds 128kbps, figure 5.14 shows packet drops at this
interface. Figure 5.16 shows the UDP traffic generated to each network. By applying strict
QoS control to low priority best effort data at the edge router PEl output interface
Ethernet0/0 and only allowing premium and silver traffic to use the shortest path, packet
drops are avoided at C2 serial interface0/0/0 as shown in figure 5.15. The best effort data
still continues to reach customer at 192.168.2.50 at PE2 from PE1 but excess of 64kbps
traffic is dropped at PEl as shown in figure 5.16. Premium and silver class traffic after
queuing at the output interface can be routed via any tunnels TO or T1 to destination

networks at PE3 as described in section 5.2.

Service DSCP Markings | Destination network
Premium AF21 (18) 192.168.3.10
Silver AF11 (10) 192.168.7.10
Best Effort NIL 192.168.2.50

Table 5.13: Classifying of packets based on DSCP marking

Coésh int serial OS0/0G
seriale/0/0 is up, 1ine protocol s up
Hardware s GT96K sSerial
MTU 1500 byres, Bw 1544 xhits/sec, DLy 20000 usec,
reliability 255,255, txlgad 177255, rxload 17255
grcapsulation FRAME-RELAY, loopback not set
veepalive set (10 sec
cre chacking enabled
(MI eng sent 9%, LMI stat recvd 97, LMD upd recvd O, OTE LML up
(M1 eng racvd 0, LMI stat sent G, LMI wpd sent 0
(MI DLCI 1023 LMI type is CI1sce  frame relay DTE
£r osve disabled, LAPF state down
proadeast quaue 2/64, broadeasts sent/dropped 7740, interface broadcasts 740
Last Tnput 00:00:00, output 00:00:01, output hang never
Last clearing of “show interface” counters 00:16:19 o
InpUt pueue: 07 ) (size/max/drops,/Flushes); Total output drops: [195]
Gueueing strateg
ourput guaue: 4040 (size/max)
$ minute input Tate SO00 bits/sec, 1 packets/ses
5 minute outpul rate 105000 bits/sec, 22 packens/sec
2337 packers input, 1033028 bytes, Q no buffer
feceived O broadcasts, O runts, 0 glants, O throttles
G Anout errars, G crC, O frame, O overrun, O ignored, 0 abort
14706 packets output, 10469224 bytes, O underruns
0 output errors, 0 collisions, O interface resets
O unknown protocol drops
0 output buffer failures, ¢ output buffers swapped out
O carrier transitions
OCh=up  DER=uUpP  OTR=up RTS=up CTS=up

Figure 5.14: Packet drops at C2 serial interface 0/0/0, Queue type is FIFO
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ceash int serial 0/0/0
serialo/soso is up, Jine protocod is up
Hardware is GT9AK Seria)
MTU 1500 bytes, 8w 1544 Mbitssec, DLY 20000 user,
reliability 295/255, txload 127255, rxload 1,255
Encapsulation FRAME-RELAY, Toopback not ser
Keepalive set (10 seq)
CRC checking enabled
LMI eng sent 416, tMI stat recvd 416, 1M1 upd recvd O, DTE LMI up
LMI eng recvd 0, LMI stat sent 0, LMI upd sent O
LMI DLCI 1023 LMI type is CISCo  frame relay DTE
Frosve disabled, LAPF state down
Broadcast gueus 0/84, broadcasts sent/dropped 3237/0, dnterface broadcasts 3099
Last input 0C:00:00, output 00:00:00, output hang never
Last clearing of “show dinterface” counters gl:00:22
Input queus: 0/75/0/0 (size/max/drops/Flushes); Total output drops:{d]
oueusing strateygy: fifo
QuUTpUT queues: 0/50 (size/max)
5 minute input rate 4000 bits/sec, O packets/sec
5 minute output rate 76000 bits/sec, 12 packets/sec
4868 packets input, 1929185 bytes, 0 no buffer 2
rRecedved ¢ broadeasts, O runts, O giants, 0 throtrles
O input errars, ¢ CRC, O frame, ¢ dverrun, O ignored, ¢ abort

Figure 5.15: Packet drops are avoided at C2 serial interface 0/0/0 after QoS at PE1 router

sAviperfriperf.exe -u ~¢ 192,168, 3,10 -t1800 -1l -b4ok

Client connecting to 192.1%8.3.10, UDP port SO0L

sending 1470 byrte datagrams

UDP huffer size: 8,00 kKbyte (default)

{17187 Tocal 152.168.1.1D part 1665 <ornected with 192.168.3.10 port SO0l
[ 1p] irmerval Transtear Bandwidth

[1718] 0.0~ 1.0 sec 5.74 KBytes 47.0 khits/sac

[1716] 1.0- 2.0 sec 4.31 KBytes 35.3 khitsssec

168.7.10 -T1800 -i1 -b30K

Client commecting to 162.168.7.10, UDP port 5001
sending 1470 byte datagrams

BoP buffer siza: 5,00 KByte (default)

[1712] Tocal 192.168.1.10 port 1666 connected

{ with 192.1868.7.1¢ port 5001
[ 10]) Imrerval Transter Bandwidth
[1712] 0.0~ 1.0 sec 4.31 EByTes 35.2 Kbits/sec
[1712] 1.0~ 2.0 sec 4.31 kBytes 35.3 kbits/sec

CodNiperfripertiexe ~u ~¢ 192.168,2.50 —-t1800 -1l -blSOk

Client conmecting to 19%2.168.2.50, UDP port 5001

sending 1470 byte datagrams

ueP butffer size: 8,00 KByte (default}

[1724] Tocal 182.188.1.10 port 1670 connected with 192.168.2.50 port 5001
[ 1] 1nterval Transter Eandwidth

[1724] 0.0~ 1.0 sec 1B.7 kBytes 153 Kbits/sec

[1724) 1.0- 2.0 sec 18.7 kByTes 153 kbits/sec

Figure 5.16: UDP packet generation using “iperf” tool
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FEL#sh FDTﬁiy»map interface fasteEthernet 070
FastEthernet(,/0

service-policy outpur: cubound

queue stats For all priority <lasses:
Queusin

queus 1imit 64 packets

Cqueus depthstotal drops/mo-buffer drops) 04070
{pkts output/sbytes cutput) 156/122460

Class-map: pramium (match-alll
10631 packets, 19034812 bytes
30 second offered rate 41000 bps, drop rate O bps
matoh: gos-group 1
matah:  dscp af2l (183
Priority: 48 kbhps, burst bytes 1500, biw exceed drops: O

class-map: $ilver (match-atll)
8039 packets, 12121882 bytes
30 second offered rate 3000¢ bps, dyop rare O bps
Match: gos-group @
match:  dsop afll (1a)
priority: 32 kbps, burst bytes 1500, bfw exceed drops: ©

class-map: <lass-default (match-any)
26012 packets, 37159506 bytes
30 second offered rate 156000 bps, drop rate S2000 bps
rMatch: any
gueue Timit 84 packets B
{guaue depth/total drops/no-buffer drops) /070
(pkts output/bytes outputl 23147822106
police:
<ir 64000 bps, bo 2000 bytes
confarmed 10624 packets, 15880369 bytes; T

actions:
Transmit

exceeded 13226 packets, 200350616 bytes: actions:
drop

0
conformed 6L000 bps, exceed 32000 bps

Figure 5.17: marked packets are queued into their appropriate queues and excess low priority are
dropped at class-default

PE1#sh gueue fastEthernet 0/0
Fastethernet(/0 gqueue size 0, 0 bytes

pkts output 0, wfg drops 0, nobuffer drops 0
WFQ: aggregate gueue 1imit 25000 max available buffers 25000

55 1: bandwidth 48 exceed drops 0

21 bandwidth 32 exceed drops 0

Priority Queus: 1imit €4 gsize O packets, 0 bytespkts output 0 drops O

Figure 5.18: Class based queue at PE1 output interface
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PEL#sh policy-map interface fasteEthernet o1
carvice-palicy input: SETLDSCR

CWass«mag: vadice {match-alll
58 packets, 82176 bytes
5 minute offersd rate 4000 bps, drop rate 0 bps
Match: access-—-group 100
QO%E et
oS —group 1
packets marked S8
cscp afzl
Fpackets marked 58

class-map: data (match-all)
15 packets, 16438 bytes
5 minute offered rate 2000 bps, drop rate O bps
match: access-group 102
QOS Set
gos-—-group 2
Fackets marked 15 »
dscp afil
rackets marked 15
ciass—mafz class-default (match-amy)
88 packets, 113629 bytaes
s minute offered rate 4000 bps, drop rate 0 bps
atch: any

Z

!

PEl#sh access~l1ists

Standard IP access Tist ro
Extended IP access st 101

10 permit ip amy hast 192,1468.3.10 (157 matches)
Extendsd IP access 1ist 102

10 permit ip any host 192.168.7.10 (45 matches)

Figure 5.19: Packets are matched at the input interface PE1 and marked accordingly to DSCP

markings

Classified packets are queued using a classed based queuing as shown in figure 5.17.
Figures 5.18 and 5.19 show the outbound policy map “OUBOUND”” and the inbound
policy map “SETDSCP” at the interfaces Ethernet 0/0 and 0/1 at PE1 respectively. The
packets are matched against access control lists at the input marked using DSCP values

and queued at the outbound interface to queues.

5.4 IP Service Level Agreements (SLA) customer reports

The figures 5.20 (a) to (d) shows reports for a test “customer-A” of an operational test
network from a customer end CISCO 1841 router to the nearest edge router 7604, the
variation of round trip response time, jitter, availability and http transaction time for a test
VPN “customer A”. Results are queried every 10 minutes except availability from the

customer nodes up-to the MPLS VPN network Availability calculated hourly bases.
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Other parameters used are,

LINK signal levels

Source to destination link — WIMAX access

at time of testing — uplink / downlink SNR 15 25.4 /29 dB

Shortest estimated distance from customer to base station is approximately - 500m
Link bandwidth — 128Kbps (access)

Source IP address (customer router) — 119.235.6.42

Destination IP address (edge router) — 119.235.6.41

Test Customer layer 3 VPN name — COL3-TEST2-128K-ILL

P4

Delay (ms;

customer-A - Delay

10

50 30

Tine Wirg

] : ‘~;‘alu»:<l

Router Name
Source Address ¢
Target Address

© 21 .wmsihour

Average RTT

¢ COLGTESTR-128K-TIL

119,235.6.41

Packet Size  ; 28 Byles

Protocol : iplempEcho

119.235.6.42

Figure 5.20 (a): Round trip time (RTT) response using “icmpecho” protocol

56



customer-A - Availability

Is)

03 06 3.1 10

Tirne (Hou)

# alue ‘

Router Name

Source Address ; 119.235.6.41
Target Address : 119235642

avg Availability ¢ 91.42%

o COLE-TESTZ-128K-11L

Figure 5.20 (b): Availability of link from source to destination. Average availability is 91.42%



customer-A - Application(http)

HTTR Transaction (ms

B
ra
c
0
&

0 S0 £33
Tire (Ming

5 Walus

Router Name : “OL3-TEST2-128K-TIL
Source Address ¢ 113.238.6.41

Target Address : 1192

Avg http Response ;202 17msthoue

Figure 5.20 (¢): HTTP transaction time to a web-server. Average time is 202.17 ms/hour
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customer-A - Jitter

,,,,,,,,,, e . S

2

it (el

“ogitive J

F

Timie {Win)

I Yalus

Router Name . COU3-TESTZ-128K-11L
Source Address @ 119.235.6.41
Target Address : 119.235.6.42

Avg Jitter : 2 0msthowr

Figure 5.20 (d): Source to Destination positive Jitter. Average positive source to destination jitter

1s 2ms/hour
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Chapter 6

Conclusion

In this thesis the integration of TE tunnels in the IP core together with IP SLA program to
produce performance metrics to guarantee and ensure end to end QoS for customers is
analyzed. The test results showed that critical traffic can be given a priority queue if QoS
is implemented and the best way to implement QOS is to use differentiated services
markings due to the broader classification of classes available. Thus combined use of
MPLS-TE and QoS for multiservice traffic in an IP network, service providers can ensure
end to end guaranteed services and SLLAs can be ensured to their customers by providing
SLA performance reports using the IP SLLA program. This program can be a feasible tool
for growing service providers without any initial investment compared to commercial
expensive software available. Also efficient use of backbone bandwidth in a fair way can

be achieved. Summary of the project results is discussed below.

Discussion of Results

Core backbone WAN links are an expensive resource in a service provider’s OPEX and
MPLS-TE is one of the best ways to efficiently utilize them. The problem with routing a
packet based on destination involves that every hop packet takes along the route is decided
based on routing table and generally this path is the routing protocol’s shortest path which
may not be the best path always. For any reason if this forwarding path is experiencing
longer delays or become congested, critical traffic may experience packet drops.

Two tunnels were created to divert certain traffic through alternative path and results show
both backbone links are utilized. This was shown by tunnel with priority 2 reserved
32Kbps from the 96Kbps pool and tunnel with priority 7 reserved 48Kbps from 64Kbps
pool. This also demonstrates more important tunnels (lower priority number) are free to
push other tunnels and are allowed to get the required bandwidth from the total reserved
pool. Both tunnels occupied 83% of the reserved bandwidth of 96Kbps using the
reservation protocol. The generated UDP traffic of 30Kbps and 12Kbps were routed

accordingly in proper tunnels. The routing table also correctly showed both tunmels TO and
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T1 for the desired destination as two alternative physical paths. It is further shown in the
debug messages, that any change in tunnel states (T1) caused triggered flooding of the link
states to all connected TE enabled links at router C2 regardless of periodic flooding. The
classification of packets based on DSCP classes showed that they are class based queued
accordingly at the output interface of PE1 and the packet drops at C2 serial interface were
avoided. The best effort data packets which exceeded rate of 64kbps were dropped at PE1
output interface. The IP SLA performance report program for the test Customer-A on an
operational network generated accurate average acceptable results for round trip delay,

availability, jitter (source to destination) and http transactign time.

6.1 Future Works

When dealing with network growth and expansion TE engineering plays a significant role.
Manual intervention is required to change reservation bandwidth and therefore detailed
information on traffic patterns are required to correctly size the tunnel. More efficient use
of tunnel bandwidth can be obtained by TE auto-bandwidth option which watches the
traffic rate on a tunnel interface and periodically resizes the bandwidth on the tunnel
interface to more closely align with the traffic that's actually going down the tunnel. As
tunnels are set up and torn down across interfaces, the amount of available bandwidth on
an interface changes in accordance with the reservations across an interface and when to
advertise this changes to entire topology is a major concern. This could potentially be a
tremendous amount of flooding enough to consume bandwidth on the network and
significant processing on the router in large TE network having several tunnels. Therefore
further analysis can be done to optimize flooding of TE tunnel changes for the particular
IGP protocol used. Also, to maximize the efficiency and performance of traffic types
advance TE features such as fast reroute, and DiffServ-aware TE can be deployed.
Furthermore the deployment of MPLS-TE in mobile access network could lead to several
improvements compared to traditional mobile IP transport. The SLA program could be
further developed to incorporate more specific application performance parameters such as
database access response times. Since new technologies are emerging all the time there
would be different concepts and methods to tackle the growing volumes of different traffic

types in the core backbone.
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APPENDIX A

GNS3 Simulator configuration for initial TE tunnels setup

******Router Cl***********

version 12.3

service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption

!

hostname C1

boot-start-marker

boot-end-marker

!

enable secret 5 $1$52Uk3$DmT2/2VblPBpELM2HEXqU1
!

no aaa new-model

ip subnet-zero

ip cef
mpls label protocol 1dp
mpls traffic-eng tunnels

|

interface Loopback0

description **** Management ****

ip address 10.13.0.1 255.255.255.255
[

interface FastEthernet0/0
description **+** Conencted to C2 FE3/0 **#*x
ip address 10.13.2.2 255.255.255.252
ip router isis TestLab

duplex auto

speed auto

mpls label protocol 1dp

mpls traffic-eng tunnels
tag-switching ip

isis circuit-type level-2-only

isis network point-to-point

ip rsvp bandwidth 512

!

interface FastEthernetl/0

description **** Conencted to C3 FE1/0 **%x
ip address 10.12.2.2 255.255.255.252
ip router isis TestLab

duplex auto

speed auto

mpls label protocol 1ldp

mpls traffic-eng tunnels
tag-switching ip

isis circuit-type level-2-only

isls network point-to-point

ip rsvp bandwidth 512

router 1isis TestLab
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net 49.0001.0100.1300.0001.00
is-type level-2-only
metric-style wide

mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2
passive-interface Loopback0

|
ip http server

ip classless

line con 0
line aux 0
line vty 0 4

login

!

end
******Router Cz***********

version 12.3
service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption

|

hostname C2

!

boot-start-marker

boot-end-marker
|

enable secret 5 $18T3xy$X4ZHLO/W3sgelewngOPyx.

!
no aaa new-model

ip subnet-zero

ip cef
mpls label protocol 1ldp
mpls traffic-eng tunnels
tag-switching tdp router-id Loopback0
!

interface Loopback0

description **** Management ***x

ip address 10.11.0.1 255.255.255.255

1

interface FastEthernet0/0

description **** Connected to PE1 FEQ/Q **x*x

ip address 10.11.1.2 255.255.255.252
ip router isis TestLab

duplex auto

speed auto

mpls label protocol 1ldp

mpls traffic-eng tunnels
tag-switching ip

isis circuit-type level-2-only

isis network point-to-point

ip rsvp bandwidth 512

interface FastEthernetl/0
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description **** Connected to PE2 FEQ/Q **xx*
ip address 10.13.1.2 255.255.255.252

ip router isis TestLab

duplex auto

speed auto

mpls label protocol 1dp

tag-switching ip

isis circuit-type level-2-only

isis network point-to-point

]

interface FastEthernet2/0
description **** Connected to C3 FEQ/0 ***=*
ip address 10.11.2.1 255.255.255.252
ip router isis TestLab

duplex auto

speed auto

mpls label protocol 1dp

mpls traffic-eng tunnels
tag-switching ip

isis circuit-type level-2-only

isis network point-to-point

ip rsvp bandwidth 512

!

interface FastEthernet3/0
description ***+* Connected to Cl1 FEQ/0 #**x*
ip address 10.13.2.1 255.255.255.252
ip router isis TestLab

duplex auto

speed auto

mpls label protocol 1dp

mpls traffic-eng tunnels
tag-switching ip

isis circuit-type level-2-only

isis network point-to-point

ip rsvp bandwidth 512

|
router isis TestLab

net 49.0001.0100.1100.0001.00
is-type level-2-only

metric-style wide

mpls traffic-eng router-id Loopbacko
mpls traffic-eng level-2
passive-interface Loopback0

|

ip http server

ip classless

!

line con 0

line aux 0

line vty 0 4

login

|

end
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*xxx k4 Router ClI**xkkkkk k%%

version 12.3

service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption

!

hostname C3

!
boot-start-marker
boot-end-marker

!
enable secret 5 $1$/0Yw$fb2B32DRT8ppITnZh3iFsll
!
no aaa new-model

ip subnet-zero

!

!

ip cef
mpls label protocol 1ldp
mpls traffic-eng tunnels

!

interface Loopbacko

description **** Management *#**%*

ip address 10.12.0.1 255.255.255.255
!

interface FastEthernet0/0

description **** Conencted to C2 FE2/0 ***x*
ip address 10.11.2.2 255.255.255.252
ip router isis TestLab

duplex auto

speed auto

mpls label protocol 1dp

mpls traffic-eng tunnels
tag-switching ip

isis circuit-type level-2-only

isis network point-to-point

ip rsvp bandwidth 512

!
interface FastEthernetl/0

description **** Conencted to Cl FE1/0 ***x*
ip address 10.12.2.1 255.255.255,252
ip router isis TestLab

duplex auto

speed auto

mpls label protocol 1ldp

mpls traffic-eng tunnels
tag-switching ip

isis circuit-type level-2-only

isis network point-to-point
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ip rsvp bandwidth 512

interface FastEthernet2/0
description **** Conencted to PE3 FEQ/0Q ****
ip address 10.12.1.2 255.255.255.252
ip router isis TestLab

duplex auto

speed auto

mpls label protocol ldp

mpls traffic-eng tunnels
tag-switching ip

isis circuit-type level-2-only

isis network point-to-point

ip rsvp bandwidth 512

router isis TestLab

net 49.0001.0100.1200.0001.00
is-type level-2-only

metric-style wide

mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2
passive-interface Loopback0

ip http server
ip classless

!

line con 0
line aux 0
line vty 0 4
login

I

End

******Router PEl***********

version 12.3

service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption

!

hostname PE1

1

boot-start-marker

boot -end-marker

logging buffered 4096 errors

enable secret 5 $1$nCOF$jA30hQ02.w/2XcgLaeulB.
I

no aaa new-model

ip subnet-zero
!

ip cef
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mpls label protocol 1dp

mpls ldp neighbor 10.13.0.8 targeted ldp
mpls ldp neighbor 10.12.0.8 targeted 1ldp
mpls traffic-eng tunnels

tag-switching tdp router-id Loopback0

interface Loopback0
description **x** Management ****
ip address 10.11.0.8 255.255.255.255

interface Tunnel0
ip unnumbered Loopback0
destination 10.12.0.8

tunnel
tunnel
tunnel
tunnel
tunnel

tunnel
!

mode
mpls
mpls
mpls
mpls

mpls traffic-eng

traffic-eng autoroute announce

traffic-eng priority 1 1

traffic-eng bandwidth 256

tratfic-eng path-option 10 explicit name pathclc2c3

interface Tunnell
ip unnumbered Loopback0
destination 10.12.0.8

tunnel
tunnel
tunnel
tunnel
tunnel

tunnel
1

mode
mpls
mpls
mpls
mpls

mpls traffic-eng

traffic-eng autoroute announce

traffic-eng priority 2 2

traffic-eng bandwidth 256

traffic-eng path-option 20 explicit name pathc2c3

interface FastEthernet0/0

description **#** Connected to C2 FEQ/0Q #****
ip address 10.11.1.1 255.255.255.252

ip router isis TestLab

ip flow ingress

duplex auto
speed auto
mpls label protocol 1ldp

mpls traffic-eng tunnels
tag-switching ip

isis circuit-type level-2-only
isis network point-to-point

ip rsvp bandwidth 512

1

interface FastEthernet1/0

description **** Conencted to PC **xx
ip address 192.168.1.50 255.255.255.0
duplex auto
speed auto

!

router isis TestLab

net 49.0001.0100.1100.0008.00
is-type level-2-only

metric-style wide

mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2
passive-interface Loopback0

router bgp 65001
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bgp router-id 10.11.0.8

bgp log-neighbor-changes

neighbor 10.12.0.8 remote-as 65001

neighbor 10.12. description **** Location C PE3 #**x*»*
neighbor 10.13. remote-as 65001

neighbor 10.13. description **+** Location A PER **xx*
neighbor 10.13. update-source Loopback0

O O O O
@ 0 o

address-family ipv4

neighbor 10.12.0.8 activate

neighbor 10.13.0.8 activate

neighbor 10.13.0.8 send-community extended
no auto-summary

no synchronization

network 192.168.1.0 ”
exit-address-family

|

nc ip http server

ip classless

I

ip explicit-path name pathclc2c3 enable
next-address 10.11.1.2

next-address 10.13.2.2

next-address 10.12.2.1

next-address 10.12.1.1

!

1p explicit-path name pathc2c3 enable
next-address 10.11.1.2

next-address 10.11.2.2

next-address 10.12.1.1

access-list 101 permit ip any host 192.168.3.50
route-map voice permit 10

match ip address 101

set interface Tunnell
line con 0

line aux 0

line vty 0 4

login

end

******Router PE2***********

version 12.3

service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption

1

hostname PE2

!

boot-start-marker

boot -end-marker
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enable secret 5 $1$8uMMS$814bHi000Tv73k63buRjkl
!
no aaa new-model

ip subnet-zero

!

ip cef
mpls label protocol 1ldp
mpls 1ldp neighbor 10.11.0.8 targeted ldp
mpls ldp neighbor 10.12.0.8 targeted ldp
tag-switching tdp router-id Loopback0
|

interface Loopback0

description **** Management ****

ip address 10.13.0.8 255.255.255.255
I

interface Loopbackl

ip address 192.168.6.1 255.255.255.0
!

interface FastEthernet0/0

description **** Conencted to C2 FE1/0Q **#*x
ip address 10.13.1.1 255.255.255.252
ip router isis TestLab

ip flow ingress

duplex auto

speed auto

mpls label protocol ldp
tag-switching ip

isis network point-to-point

ip rsvp bandwidth 512 512

interface FastEthernetl/0

description **#** LAN ****

ip address 192.168.2.50 255.255.255.0
duplex auto

speed auto

|
router isis TestLab

net 49.0001.0100.1300.0008.00

is-type level-2-only

metric-style wide

passive-interface Loopback0

|
router bgp 65001

bgp router-id 10.13.0.8

bgp log-neighbor-changes

neighbor 10.11.0.8 remote-as 65001

neighbor 10.11.0.8 description ****Location A PE1 ***x*
neighbor 10.11.0.8 update-source LoopbackO

neighbor 10.12.0.8 remote-as 65001

neighbor 10.12.0.8 description **** Location C PE3 ***%*

|

address-family ipv4

neighbor 10.11.0.8 activate

neighbor 10.11.0.8 send-community extended
neighbor 10.12.0.8 activate

no auto-summary

no synchronization
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network 20.20.20.0 mask 255.255.255.0
network 192.168.2.0
network 192.168.6.0
exit-address-family

no ip http server
ip classless

!

line con 0
line aux O
line vty 0 4
login

1

end
******Router PE3***********

version 12.3
service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption
!
hostname PE3
!
boot-start-marker
boot-end-marker
!
enable secret 5 $1$0hXTS$J.91YW18JIBgPFXJIgXgWOpO
!
no aaa new-model
ip subnet-zero
!
ip cef
mpls label protocol 1ldp
mpls 1dp neighbor 10.11.0.8 targeted 1ldp
mpls 1dp neighbor 10.13.0.8 targeted 1ldp
mpls traffic-eng tunnels
tag-switching tdp router-id Loopback0
|
interface Loopback0
description **** Management ****
ip address 10.12.0.8 255.255.255.255
!
interface Loopbackl
ip address 192.168.7.1 255.255.255.0
!
interface TunnelO
ip unnumbered LoopbackO0
shutdown
tunnel destination 10.11.0.8
tunnel mode mpls traffic-eng
tunnel mpls traffic-eng autoroute announce

70



tunnel mpls traffic-eng priority 1 1
tunnel mpls traffic-eng bandwidth 256
tunnel mpls traffic-eng path-option 10 explicit name pathc3clc2

interface FastEthernet0/0

description **** Connected to C3 FE2/0 ***¥*
ip address 10.12.1.1 255.255.255.252
ip router isis TestLab

ip flow ingress

duplex auto

speed auto

mpls label protocol 1ldp

mpls traffic-eng tunnels
tag-switching ip

isis circuit-type level-2-only

isis network point-to-point

ip rsvp bandwidth 512

I

interface FastEthernetl/0

description **** LAN ***x*

ip address 192.168.3.50 255.255.255.0
duplex auto

speed auto

!

interface FastEthernet2/0

description **** LAN1 ****

ip address 203.143.36.1 255.255.255.0
duplex auto

speed auto

!
router isis TestLab

net 49.0001.0100.1200.0012.00

is-type level-2-only

metric-style wide

mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2
passive-interface Loopback0

!
router bgp 65001

bgp router-id 10.12.0.8

bgp log-neighbor-changes

neighbor 10.11.0.8 remote-asg 65001
neighbor 10.11.0.8 description **** Location A PE1l *#**x
neighbor 10.11.0.8 update-source Loopback0
neighbor 10.13.0.8 remote-as 65001

neighbor 10.13.0.8 description **** J[,ocation A PE2 ***x
neighbor 10.13.0.8 update-source Loopback0

!

address-family ipv4
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neighbor 10.11.0.8 activate

neighbor 10.13.0.8 activate

no auto-summary

no synchronization

network 192.168.3.0

network 192.168.7.0

network 203.143.36.0
exit-address-family

!

ip http server

ip classless

ip explicit-path name pathc3clc2 enable
next-address 10.12.1.2

next-address 10.12.
next-address 10.13.

next-address 10.11.
!

NN

2
L1
1

ip explicit-path name pathc3c2 enable
next-address 10.12.1.2

next-address 10.11.2.1

next-address 10.11.1.1

!
line con O

line aux 0

line vty 0 4

login

t

End
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APPENDIX B

Real Lab Simulated configuration for initial TE tunnels setup

*xxxk*Ponter Clx* *xx*%xkkkxx

=~=~~= PUuTTY log 2009.01.13 08:46:48 =~=~=~=z=~=-~=
Cl#wr t
Building configuration...

Current configuration : 1912 bytes

!

version 12.4

service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption

hostname C1

I

boot-start-marker
boot-end-marker

!

logging message-counter syslog
enable secret 5 $1SW28n$CavVsSzeMOf2zFbBwLzMOU6/
I

no aaa new-model

dotll syslog

ip auth-proxy max-nodata-conns 3
ip admission max-nodata-conns 3
!

ip cef

!

no ipve cef

multilink bundle-name authenticated
mpls traffic-eng tunnels
mpls label protocol 1dp
!
voice-card 0
no dspfarm
!
archive
log config
hidekeys
interface Loopback0
ip address 10.13.0.1 255.255.255.255
ip router isis TestlLab
1
interface FastEthernet0/0
ip address 172.25.103.185 255.255.252.0
duplex auto
speed auto
mpls ip
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|
interface FastEthernet0/1

no ip address

shutdown

duplex auto

speed auto

|
interface Serial0/0/0

no ip address

encapsulation frame-relay

no fair-queue

clock rate 128000

I
interface Serial0/0/0.102 point-to-point
ip address 10.13.2.2 255.255.255.252
ip router isis TestLab

snmp trap link-status

mpls traffic-eng tunnels

mpls 1ip

frame-relay interface-dlci 102
isis circuit-type level-2-only
ip rsvp bandwidth %6

!
interface Serial0/0/0.103 point-to-point
ip address 10.12.2.2 255.255.255.252
ip router isis TestLab

snmp trap link-status

mpls traffic-eng tunnels

mpls ip

frame-relay interface-dlci 103
isis circuit-type level-2-only
ip rsvp bandwidth 96

1

interface Serial0/0/1

no ip address

shutdown

clock rate 2000000

|

router isis TestLab

net 49.0001.0100.1300.0001.00
is-type level-2-only
metric-style wide

mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2

!

ip forward-protocol nd
no ip http server

no ip http secure-server

1

mpls 1dp router-id LcopbackO

I

control-plane

|

line con 0

line aux O

line vty 0 4

password XXXX
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login

scheduler allocate 20000 1000
end

*Kxkkxk*k *xPRoyuter Co*kkhkkhkhkkhkkk*

=~=~=~PUTTY log 2009.01.13 08:52:42 =~=~=~=~=~=~
C2#wr t
Building configuration...

Current configuration : 2546 bytes

!

version 12.4

service timestamps debug datetime msec .
service timestamps log datetime msec

no service password-encryption

!

hostname C2

!

boot-start-marker

boot-end-marker

!

logging message-counter syslog

enable secret 5 $1$3107SmIPKBVETTXFCMvXnSuo3a/

!

no aaa new-model

!

dotll syslog

ip auth-proxy max-nodata-conns 3

ip admission max-nodata-conns 3

|

ip cet

!

no ipvé cet

I

multilink bundle-name authenticated

!

mpls traffic-eng tunnels

mpls label protocol 1dp

1

voice-card O

no dspfarm

|

archive

log config
hidekeys

!

interface Loopback0

ip address 10.11.0.1 255.255.255.255
ip router isis TestLab

1

interface FastEthernet0/0
description kkkkkkkxkxk*x [, ink to PEl—fO/O *ok ok koK ok ok ok ok ok ok
ip address 10.11.1.2 255.255.255.252
ip router isis TestLab

duplex auto
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speed auto

mpls traffic-eng tunnels

mpls traffic-eng flooding thresholds up 25 50 100
mpls traffic-eng flooding thresholds down 100 50 25
mpls ip

isis circuit-type level-2-only

isis network point-to-point

ip rsvp bandwidth 96

I

interface FastEtherneto/1

description **** Connected to PE2 FE (/0 *x*xx*

ip address 10.13.1.2 255.255.255,252
ip router isis TestLab

duplex auto

speed auto

mpls traffic-eng tunnels

mpls ip

isis circuit-type level-2-only

isis network point-to-point

ip rsvp bandwidth 96

|

interface Serial0/0/0

no ip address

encapsulation frame-relay

no fair-queue

clock rate 128000

|

interface Serial0/0/0.201 point-to-point
description *****xxxx%%x*x [,ink to Cl-s0/0/0.102 el Sl o Ry
ip address 10.13.2.1 255.255.255.252

ip router isis TestLab

snmp trap link-status

mpls traffic-eng tunnels

mpls ip

frame-relay interface-dlci 201

isis circuit-type level-2-only

ip rsvp bandwidth 96

|
interface Serial0/0/0.203 point-to-point

description ***xw*s%xxx Link to C3-50/0/0.302 **kkkkktrsx
ip address 10.11.2.1 255.255.255.252

ip router isis TestLab

snmp trap link-status

mpls traffic-eng tunnels

mpls ip

frame-relay interface-dlci 203

isis circuit-type level-2-only

ip rsvp bandwidth 96

!
interface Serial0/0/1

no ip address

shutdown

clock rate 2000000

!
router isis TestLab

net 49.0001.0100.1100.0001.00

is-type level-2-only
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metric-style wide

mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2

[

ip forward-protocol nd

no ip http server

no ip http secure-server

1

mpls 1ldp router-id Loopback0

control-plane

line con 0
line aux O
line vty 0 4

password XXXX

login

scheduler allocate 20000 1000
end

**k***k*Router CIr*x*xdxdxFxddhirk

=~=~=~== PuTTY log 20089.01.13 08:54:23 =~=~=~=~=
C3#wr t
Building configuration. ..

Current configuration : 2236 bytes

!

version 12.4

service timestamps debug datetime msec
service timestamps log datetime msec
service password-encryption

hostname C3

!

boot-start-marker

boot-end-marker

|

logging message-counter syslog

enable secret 5 $1SE664SpPwAbAOZvr5K6aXbGuhNn/

no aaa new-model

!

dotll syslog

ip auth-proxy max-nodata-conns 3
ip admission max-nodata-conns 3
!

ip cef

no ipve cef
|

multilink bundle-name authenticated
!

mpls traffic-eng tunnels

mpls label protocol ldp

!
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voice-card 0

no dspfarm

!

archive

log config

hidekeys

!

interface Loopback0

ip address 10.12.0.1 255.255.255.255

ip router isis TestLab

!

interface FastEthernet0/0

description *hkkkkkkkkxk* [,ink to PE3- fo/o *ok ok k ok ok ok ok ok ok ok
ip address 10.12.1.2 255.255.255.252
ip router isis TestLab

duplex auto

speed auto

mpls traffic-eng tunnels

mpls ip

isis circuit-type level-2-only
isis network point-to-point

ip rsvp bandwidth 96

[

interface FastEtherneto0/1

no ip address

shutdown

duplex auto

speed auto

!
interface Serial0n/0/0

no ip address

encapsulation frame-relay

no fair-queue

clock rate 128000

!
interface Serial0/0/0.301 point-to-point
description ****xxxxxx*x* [,ink to C1-20/0/0.103  *kkokdokshkxk*
ip address 10.12.2.1 255.255.255.252

ip router isis TestLab

snmp trap link-status

mpls traffic-eng tunnels

mpls ip

frame-relay interface-dlci 301

isis circuit-type level-2-only

ip rsvp bandwidth 96

!
interface Serial0/0/0.302 point-to-point
description *****xx*%x*xx I,ink to C2-50/0/0.203  *xkkskkwkhkh*
ip address 10.11.2.2 255.255.255.252

ip router isis TestLab

snmp trap link-status

mpls traffic-eng tunnels

mpls ip

frame-relay interface-dlci 302

isis circuit-type level-2-only

ip rsvp bandwidth 96
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interface Serial0/0/1

no ip address

shutdown

clock rate 2000000

!

router isis TestLab

net 49.0001.0100.1200.0001.00
is-type level-2-only

metric-style wide

mpls traffic-eng router-id LoopbackO
mpls traffic-eng level-2

!

ip forward-protocol nd
no ip http server
no ip http secure-server s

mpls 1dp router-id Loopback0
!

control-plane

i

line con 0

line aux O

line vty 0 4

password XXXX

login

!
scheduler allocate 20000 1000
end

*xxxk*Pouter PEl1****x*x*xx*x*x*

=~=~=~= PUTTY log 2009.01.13 08:55:31 =~=~=~=~=~=
wr t
Building configuration. ..

Current configuration : 4052 bytes

!

version 12.4

service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption

!

hostname PE1l

!

boot-start-marker

boot -end-marker

logging message-counter syslog

enable secret 5 $1$33YkS$SgKLWOR/qgbHwhZ7bB8GmMX0
|

no aaa new-model
1

dotll syslog

ip auth-proxy max-nodata-conns 3
ip admission max-nodata-conns 3
!

ip cef

79



!
no ipveé

cef

multilink bundle-name authenticated

mpls traffic-eng tunnels
mpls label protocol 1dp

!

voice-card 0
no dspfarm

archive

log config
hidekeys

class-map match-all data
match access-group 102

class-map match-all

match gos-group 2
match dscp afll

class-map match-all

match access-group 101

class-map match-all

match gos-group 1
match dscp af2l

!

policy-map SETDSCP
class voice
set gos-group 1
set dscp af2l
class data
set gos-group 2
set dscp afll
policy-map oubound
class premium
priority 48

class silver

priority 32
class class-default

police 64000 exceed-action drop
interface Loopback0
ip address 10.11.0.8 255.255.255.255
ip router isis TestLab

interface TunnelO

ip unnumbered LoopbackO0
destination 10.12.0.8
mpls traffic-eng

tunnel
tunnel
tunnel
tunnel
tunnel
tunnel

mode
mpls
mpls
mpls
mpls

traffic-eng
traffic-eng
traffic-eng
traffic-eng

no routing dynamic

interface Tunnell
ip unnumbered Loopback0

voice

gsilver

premium

autoroute announce

priority 7 7

bandwidth 48

path-option 10 explicit name pathc2c3
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tunnel destination 10.12.0.8
tunnel mode mpls traffic-eng

tunnel mpls traffic-eng autoroute announce

tunnel mpls traffic-eng priority 2 2
tunnel mpls traffic-eng bandwidth 32

tunnel mpls traffic-eng path-option 20 explicit name pathclc2c3

no routing dynamic

|

interface FastEtherneto0/0

description ****x*xxx*x*x* Iink to C2 - fo/0
ip address 10.11.1.1 255.255,255,.252

ip router isis TestLab

duplex auto

speed auto

mpls traffic-eng tunnels

* Kk kk ok ok kk ok koK

mpls traffic-eng flooding thresholds up 1 2 5
mpls traffic-eng flooding thresholds down 5 2 1

mpls ip

isis circuit-type level-2-only

isis network point-to-point

ip rsvp bandwidth 96

service-policy output oubound

!

interface FastEthernet0/1
description **x** LAN ***x*

ip address 192.168.1.50 255.255.255.0
ip policy route-map voice
service-policy input SETDSCP

duplex auto

speed auto

1

interface Serialo/0/0

no ip address

shutdown

no fair-queue

clock rate 2000000

!

interface Serial0/0/1

no ip address

shutdown

clock rate 2000000

|
router isis TestLab

net 49.0001.0100.1100.0008.00
is-type level-2-only

metric-style wide

mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2

!
router bgp 65001

bgp router-id 10.11.0.8

bgp log-neighbor-changes

neighbor 10.12.0.8 remote-as 65001
neighbor 10.12.0.8 update-source Loopback0
neighbor 10.13.0.8 remote-as 65001
neighbor 10.13.0.8 update-source Loopback0

!
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address-family ipv4
neighbor 10.12.0.8
neighbor 10.12.0.8
neighbor 10.13.0.8
neighbor 10.13.0.8

no auto-summary

no synchronization

network 192.168.1.0

exit-address-family

address-family vpnvé

neighbor 10.
neighbor 10.
neighbor 10.
neighbor 10.
exit-address-family

12.0.8
12.0.8
13.0.8
13.0.8

activate
send-community extended
activate
send-community extended

activate
send-community extended
activate
send-community extended

ip forward-protocol nd

no ip http server

no ip http secure-server

!

ip explicit-path
next-address 10.
next-address 10.
next-address 10.

ip explicit-path
10.
10.
10.
10.

next-address
next-address
next-address

next-address
|

ip explicit-path
next-address 10.
next-address 10.

name

11.
11.
12.

1
2
1

name

11.
13.2

Y
62 Al

12

1

name
11.1.2
13.1.1

pathc2c3 enable

.2
.2
.1

pathclc2c3 enable

.2

.2
.1
1

pathc2pel enable

access-1list 101 permit
access-list 102 permit

!

route-map voice permit
match ip address 101
set interface TunnelO

route-map volice permit
match i1ip address 102
set interface Tunnell

1

Fa

ip any host 192.168.3.52

ip any host 192.168.7.1

10

20

mpls ldp router-id Loopback0

!

control-plane
!

line con 0
line aux 0
line vty 0 4

password XXXX

login
!

82



scheduler allocate 20000 1000
end

*x*k**x*Router PE2**xx*x*x*x%ii%*

=~=~=~=~ PUTTY log 2009.01.13 08:56:02 =~=~=~=-~
wr t
Building configuration...

Current configuration : 2805 bytes

|

version 12.4

service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption

|

hostname PE2

!

boot-start-marker

boot -end-marker

logging message-counter syslog
enable secret 5 $1SgRwAS$047Ue.pap5G07Zjpywb.P.
!

no aaa new-model

|

dotll syslog

ip auth-proxy max-nodata-conns 3
ip admission max-nodata-conns 3
!

ip cef

!

no ipvé cef

!

multilink bundle-name authenticated
mpls traffic-eng tunnels
mpls label protocol 1dp
!
voice-card 0
no dspfarm
!
archive
log config
hidekeys
!
interface Loopbacko0
description **** Management ***%
ip address 10.13.0.8 255.255.255.255
ip router isis
!
interface FastEthernet0/0
description **** connected to C2 FE (/1 **x*x
ip address 10.13.1.1 255.255.255.252
ip router isis TestLab
duplex auto
speed auto
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mpls traffic-eng tunnels

mpls ip

isis circuit-type level-2-only
isis network point-to-point
ip rsvp bandwidth 96

interface FastEthernet0/1
description Fhkkkx** [ AN ***x****x %%
ip address 192.168.2.50 255.255.255.0

duplex auto

speed auto
|

interface 8erial0/0/0

no ip address
shutdown
no fair-queue

clock rate 2000000

|

interface Serial0/0/1

no ip address
shutdown

clock rate 2000000

router 1isis TestLab

net 49.0001.0100.1300.0008.00
is-type level-2-only

metric-style wide
passive-interface LoopbackO

|
router isis

is-type level-1
!

router bgp 65001

bgp router-id 10.13.0.8
bgp log-neighbor-changes
0.

neighbor 10.11.
neighbor 10.11.
neighbor 10.11.
neighbor 10.12.
neighbor 10.12.

neighbor 10.12.
!

O O O o O

8

@ 0 0 o W

address-family ipv4
neighbor 10.11.

neighbor 10.11.0

.0
neighbor 10.12.0
no auto-summary

neighbor 10.12

0.

.8
.8
8

8

remote-as 65001

description ****Location A PE1 *#*x*x
update-source Loopback0

remote-as 65001

description **** Location C PE3 *#*%
update-source Loopback0

activate
send-community extended
activate
send-community extended

no synchronization
network 192.168.2.0
network 192.168.6.0
exit-address-family

!

address-family vpnv4

neighbor 10.11.0.8 activate

neighbor 10.11.0.8 send-community extended
neighbor 10.12.0.8 activate
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neighbor 10.12.0.8 send-community extended
exit-address-family

|

ip forward-protocol nd

no ip http server

no ip http secure-server

control-plane

I

line con O

line aux 0O

line vty 0 4

password XXXX

login

|

scheduler allocate 20000 1000
end

*kxkk*kRoyYter PEI***kkkkkkk

PE3#wr t
Building configuration...

Current configuration : 3076 bytes

!

version 12.4

service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption

|

hostname PE3

!

boot-start-marker

boot -end-marker

!

logging message-counter syslog
enable secret 5 $15u687SwIoiSANYFVSH4HtvOCIDbB1
!

no aaa new-model

!

dotll syslog

ip auth-proxy max-nodata-conns 3

ip admission max-nodata-conns 3

!

ip cef

!

no ipvé cef

multilink bundle-name authenticated

mpls traffic-eng tunnels
mpls label protocol 1dp
!
voice-card 0

no dspfarm
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archive
log config
hidekeys
1
interface LoopbackO
ip address 10.12.0.8 255.255.255.255
ip router isis TestLab

interface Loopbackl
ip address 192.168.7.1 255.255.255.0

interface FastEthernet0/0

description kkkkkkkkkk* [ ink to C3 - fo/o * koK ok ok ok ok ok k ok ok
ip address 10.12.1.1 255.255.255.252
ip router isis TestLab

duplex auto

speed auto

mpls traffic-eng tunnels

mpls ip

isis circuit-type level-2-only

isis network point-to-point

ip rsvp bandwidth 512

!

interface FastEtherneto/1
description **** LAN *%%%

ip address 192.168.3.50 255.255.255.0
duplex auto

speed auto

!

interface Serial0/0/0

no ip address

shutdown

no fair-queue

clock rate 2000000

|

interface Serial0/0/1

no ip address

shutdown

clock rate 2000000

1
router isis TestLab

net 49.0001.0100.1200.0012.00
is-type level-2-only

metric-style wide

mpls traffic-eng router-id Loopback0
mpls traffic-eng level-2

!
router bgp 65001

bgp router-id 10.12.0.8

bgp log-neighbor-changes

neighbor 10.11.0.8 remote-as 65001
neighbor 10.11.0.8 update-source Loopback0
neighbor 10.13.0.8 remote-as 65001
neighbor 10.13.0.8 update-source Loopback0

(e eiNe)

address-family ipv4
neighbor 10.11.0.8 activate
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neighbor 10.11.0.8 send-community extended
neighbor 10.13.0.8 activate
neighbor 10.13.0.8 send-community extended
no auto-summary
no synchronization
network 192.168.3.0
network 192.168.7.0
exit-address-family
I
address-family vpnv4
neighbor 10.11.0.8 activate
neighbor 10.11.0.8 send-community extended
neighbor 10.13.0.8 activate
neighbor 10.13.0.8 send-community extended
exit-address-family
I
ip forward-protocol nd
no ip http server
no ip http secure-server
|
mpls ldp router-id Loopback0
!
control-plane
|
line con 0
line aux 0
line vty 0 4
password XXXX
login
!
scheduler allocate 20000 1000
end

**xxx*Frame Relay Switch*xxxsxxxxss
~=~=~=~PUuTTY log 2009.01.13 08:47:32 =~=~=~=~=~=

FR-SWH#wr t
Building configuration. ..

Current configuration : 2158 bytes

version 12.4

service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption

!

hostname FR-SW

1

boot-start-marker

boot-end-marker

!

no aaa new-model

!

resource policy

1

ip cef
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!

frame-relay switching
!
voice-card 0

no dspfarm

!

interface GigabitEthernet0/0
no ip address
shutdown

duplex auto

speed auto

!

interface GigabitEthernet0/1
no ip address
shutdown

duplex auto

speed auto

!

interface Serial0/0/0
no ip address
shutdown

clock rate 2000000

!

interface Serialo/0/1
no ip address
shutdown

clock rate 2000000

interface Seriall/0

no ip address

shutdown

clock rate 2000000

!

interface Seriall/1

no ip address

encapsulation frame-relay

frame-relay intf-type dce

frame-relay route 102 interface Seriall/2 201
frame-relay route 103 interface Seriall/3 301
!
interface Seriall/2

no ip address

encapsulation frame-relay

frame-relay intf-type dce

frame-relay route 201 interface Seriall/1 102
frame-relay route 203 interface Seriall/3 302

interface Seriall/3

no ip address

encapsulation frame-relay

frame-relay intf-type dce

frame-relay route 301 interface Seriall/1 103
frame-relay route 302 interface Seriall/2 203
|

interface Seriall/4

bandwidth 64

no ip address
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!
interface Seriall/5
bandwidth 64

no ip address

[
interface Seriall/6
bandwidth 64

no ip address

1
interface Seriall/7
bandwidth 64

no ip address

|

ip http server
no ip http secure-server
!
control-plane

I
line con 0

line aux 0
line vty 0 4

login

|

scheduler allocate 20000 1000
!
End
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