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ABSTRACT 

Every online product selling applications are having review systems for their customers to review 

the products that they have purchased. Customers' reviews about the product will be either 

negative or positive and some reviews will give the meaning explicitly and some reviews will 

have implicit meaning. Nowadays most of the people do purchasing through online as a result 

there are thousands of reviews for a single product. On the other hand, these reviews will be 

useful for other customers to decide whether to purchase the product or not by going through the 

reviews. Mining implicit features from the customer reviews is a fundamental requirement for 

extracting customers' opinions and summarizing. This research focuses on extracting implicit 

features from reviews for opinion mining using a word embedding model. It removes noisy words 

and learn the model parameters automatically and extract the implicit features from customer 

reviews. Most of the existing researches have focused on implicit feature extraction from Chinese 

web reviews and only few attempts are made to extract implicit features from English web 

reviews. Implicit feature extraction was done through supervised, semi-supervised and 

unsupervised learning approaches. This research focuses on supervised aspect extraction using 

deep learning. This research proposes a novel and yet simple CNN model employing two types of 

pre-trained embeddings for aspect extraction: general-purpose embeddings and domain-specific 

embeddings associated with a Word Embedding based Correlation (WEC) model by integrating 

advantages of both the translation model and word embedding to extract implicit features. WEC 

model can score their correlation score for each word in review and feature. Then the CNN is 

used to identify the feature where the input for CNN is similarity matrix generated using the 

correlation scores. CNN gives the matching score of the review feature pair as the output and the 

review’s corresponding feature will be identified from the feature set. 
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INTRODUCTION 

1.1 Overview 

Online shopping becomes the leading selling and buying place in the current world. Before 

purchasing from online we will go through the reviews available for the product to get an opinion 

about the quality and the features of the product. This is important because buyers are taking a 

risk of purchasing a new product which they have not used before or a product from a new seller 

who they do not know. Also, manufacturers can learn on which way they need to improve the 

product features to meet customer satisfaction by analyzing the reviews. So, it is important and 

helpful for the buyers as well as for the manufacturers to analyze the customers’ reviews. 

Online stores are a booming business today as there are many advantages of online shopping. 

Online shopping includes variety of things to select and purchase for the customers. There are lot 

of advantages on online shopping like, when doing online purchasing no need to go to the store, 

just need to select and pay for the goods online and they will be delivered to home. This saves 

time. Another advantage is, price comparison can be made easily. Search engine allows to easily 

compare and cross check product prices from different web sites. This allows to determine which 

online store offers the most affordable item for purchasing. Other advantage is we can purchase 

the reliable product by going through other customers' reviews about the product and its features. 

Even though processing each and every feature is trivial, on identifying the reliable product 

customer may need to go through thousands of reviews to get an idea about the product's quality. 

Sometimes the customer may purchase the product because of its particular feature. For example, 

customer may buy iPhone because of its camera. In this case customer needs to identify the 

reviews which are about the iPhone camera. It is difficult to go through thousands of reviews from 

different websites to get an opinion about the product or about its specific feature. The purchaser 

may criticize or praise the product or its feature directly or indirectly in the review. 

The feature of the product may express explicitly or implicitly in a review sentence. Explicit 

feature is the feature which appears as the noun or noun phrase of the sentence. On the other hand, 

implicit feature will not appear in the sentence, but it is implied in the sentence [15]. Table 1 

shows the sample customer reviews which have explicit features and implicit features in the 

review sentences [6]. 

Table 1: Sample customer reviews on phone. 

 

Feature Explicit Review Implicit Review 

Size 
“I like the size of the phone, it’s 

really small” 

“The phone fits nicely into any pocket 

without falling out” 

Battery life “The battery life is excellent” 
“You don’t need to carry a charger with 

you anymore” 

Sentiment analysis and opinion mining help to process and analyze a large amount of customer 

reviews automatically. Opinion mining can be described by three different levels. They are 

document level, feature level and sentence level. In sentiment analysis; at document level, it 
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analyzes whether a particular document is positive or negative; emotional orientation of the whole 

review. In sentence level, it identifies whether a particular sentence is negative or positive or 

neutral. That differentiates objective sentences from subjective sentence opinions. However, both 

sentence level and document level analysis fail to identify exactly what do the customers like or 

dislike about the product and significant details are not discovered. Here the task is to mine 

implicit features from the customer review which will help to summarize the customers’ opinions 

from the reviews. In order to solve this problem opinion mining at feature level is being used. 

Feature opinion mining extracts specific features and opinions from customer reviews. 

1.2 Problem and Motivation 

Buying products from online shopping websites is an increasing trend. After purchasing products 

from online customers post reviews about the products. This gives valuable information to other 

users and manufacturers as well. But for a famous product the number of reviews may grow 

rapidly, this makes the customers and the manufacturers difficult to go through each and every 

reviews to get an opinion about the product and its features. This is a time and effort consuming 

task. Also might require expertise knowledge in that particular domain. Automating the process of 

analyzing and summarizing the reviews makes this task easy. To analyze and summarize reviews, 

extracting the features mentioned in the reviews is a key task. These features may be expressed 

explicitly or implicitly in a review. Implicit features extraction from a sentence is significantly 

difficult compared to explicit features extraction. In this research implicit features extraction is 

focused. 

Most of the researches focused on extracting explicit features from the online customer reviews, 

while only few researches have focused on extracting implicit features. Surprisingly as mentioned 

by Karmaker et al [7] most of the researches extracted the implicit features from Chinese web 

reviews and few researches have focused on extracting the implicit features from English online 

reviews. 

Most of these existing methods tend to be depending on measures that are heuristically designed 

such as association rules and correlation counts, making them hard to generalize [3, 4, 7, 9, 10]. 

1.3 Research Objectives 

The main objective is to extract the implicit feature from online customer reviews. 

Since most of the existing approaches tend to be depend on measures that are heuristically 

designed like association rules and correlation counts. The research objective is to develop a 

supervised aspect extraction using deep learning. This research proposes a novel and yet simple 

CNN model employing two types of pre-trained embeddings for aspect extraction: general-

purpose embeddings and domain-specific embeddings associated with a Word Embedding 

Correlation (WEC) model which integrates advantages of both the word embedding and 

translation model to extract implicit features. And to be able to effectively extract the implicit 

feature from customer reviews with the accuracy of above 80%. 
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1.4 Organization of the Thesis 

The thesis is ordered as follows. General introduction of this research presented in chapter 1. 

Chapter 2 reviews the literature survey on implicit feature extraction. Chapter 3 explains the 

methodology used in this research to extract implicit features. Chapter 4 presents the experiment 

details of the work presented in the thesis. Chapter 5 evaluates the work presented in the thesis 

along with a discussion on the observed results. And Chapter 6 concludes the thesis with a look 

into future work. 
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LITERATURE SURVEY 

2.1 Overview 

There are researches using different type of approaches to identify implicit features and aspects 

from online customer reviews. Researches used either supervised or semi-supervised or 

unsupervised learning approaches in implicit feature extraction. Different approaches used by 

researchers are discussed in detail in the following sub sections. 

2.2 Unsupervised Learning 

Unsupervised learning is a machine learning algorithm that draws conclusions from data sets that 

consist of input data without labeled responses. Under un-supervised methods co-occurrence 

association rule mining, hybrid association rule mining, point wise mutual information (PMI) 

method and statistical learning based on generative feature language models’ approaches were 

used to mine implicit features. Karmaker et al [7] used an unsupervised statistical learning to mine 

the implicit features based on generative feature language models. Co-occurrence association rule 

mining approaches [3, 4, 7] and rule-based approaches [9, 10] were used to extract the implicit 

features from reviews. Based on semantic association analysis, Su et al. [2] introduced Point-wise 

Mutual Information (PMI) to identify implicit features. 

2.2.1 Hybrid association rule mining approach 

In Wang et al.’s [4] approach many association rules were mined using several complementary 

methods and this is called hybrid association rule mining. Here association rules were used to 

identify the implicit features. Feature cluster was used to collect explicit sentences of each feature 

and POS tagging and word segmentation was used in extraction of candidate features from 

explicit review sentences. Weight for candidate feature indicator is calculated using five types of 

collocation extraction algorithms. These algorithms include PMI, frequency, frequency-PMI, v2 

(chi-square) test and t-test.  

Hybrid association rules mining was used to find: 

1. The degree of co-occurrence between the product features and the features indicators. 

2. The relation between the candidate features indicators. 

3. The dependency word of the product features. 

4. The constrained topic model based on product features and previous rule set. 

Approach 

At first customer reviews related to a specific product were taken and feature set was extracted 

based on the algorithm, frequent item set and then some manual operations were applied after the 

preprocessing steps like POS tagging and word segmentation. Then based on the synonymy factor 

the feature words were clustered. As an example, the word "price’s” feature cluster is {price, cost, 

selling price, price position} where all these given words are closely related with the word "price" 
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and these are explicit features. After that, the sentence which conditions these phrases or words 

were selected as the explicit feature sentence collection with all its related features. Using the least 

occurrence and POS tags, the indicators of corresponding candidate feature were taken from the 

explicit review sentences. Here other than opinion words, some frequent items and other words 

also selected as feature indicators. 

 

Figure 1: Framework of hybrid association rule mining for implicit feature identification.  

Two words can be used at most to imply a product feature in Chinese language. So here 

considered only two-dimensional frequent items. For example, if we consider the review 

sentence, "The cell phone’s screen is very exquisite, but needs to be charged every day", in this 

example, two dimensional frequent items are “day” and “charge”. These two terms talk about the 

battery capacity when they appear in reviews of the product “cell phone”. 

A rule set was created by including the feature words whose indicator weight was greater than the 

mentioned threshold value. Among the five rule collections used, frequency-PMI method gave the 

best results in identifying implicit features. The best performing rules are made as basic rules 

which include indicators and the features that co-occur frequently. 

After the preprocessing step, some features contain the same feature indicators which results in 

conflict. To resolve this a pruning algorithm was used to control the indicator that should be 

removed. Once the pruning is done for the indicators, some important rules (“feature indicator” ? 

“feature”) were identified using a suitable threshold value. For example, the rule (“cheap” ? 

“price”) indicates that if the word “cheap” appears in an implicit review sentence, it implies 

“price” is the feature.  

Due to the shortages of the basic rules, current rules were expended using three approaches. The 

first method was retrieved from a hypothesis of substring. Then the second method adopted 

dependency grammar. And the last method was developed using semi-supervised learning which 

gets each feature’s topic word collection using a constrained topic model. After that according to 

the given conditions, from the topic word set some reasonable rules are selected. Finally, implicit 
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features were identified by combining the basic rules and expanding rules together to create the 

final association rules. Most of the implicit features were identified from the basic rules as 

different collocation extraction algorithm’s top five candidate feature indicators are very common 

and relatively reasonable. 

Algorithm 

 

Algorithm 2.1  Hybrid association rule mining 

Identification of implicit aspects by using “hybrid association rule mining” is shown in Algorithm 

2.1. Different parameters selection generated different experimental results. The word's least 

occurrence number and POS tag were used to filter all the candidate aspect indicators when 

choosing the candidate aspect indicators from the explicit aspect dataset. The min support of FP-

tree was used to filter when the candidate feature indicator occurs frequently. 
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After each aspect's candidate aspect indicators was selected, some indicators will have more than 

one aspect and the algorithm for pruning was executed to prune the unrelated indicators (line 8). 

After that, several methods were used to identify rules from the selected candidate aspect 

indicators. Association rules were constituted using the aspect and the candidate aspect indicators 

which have higher weight than the threshold value. The best rules among the five rulesets were 

chosen as basic rules (line 10). A greater threshold can be used to filter out the association rules 

with lower frequency, this will increase the precision, but there are possibilities for recall to be 

reduced. If decrease the threshold value, then some unfitting feature indicators will appear. So, a 

greater threshold was used and achieved robust basic rules. Other appropriate rules were 

identified based on original aspect indicators and basic rules. Line no 11 shows the substring 

suppose, line no 12 shows dependency structure, and the line no 14 shows the constrained topic 

model. Finally, implicit features were identified using the state-of-the-art association rules which 

were combined with these rules (lines 14–24). 

Summary 

The researchers used a hybrid association rule mining to extract implicit aspects. Since the basic 

candidate rules are very common and reasonable, they have used the method frequency PMI to 

get good performance. Experiment was done with basic rules, substring rules and basic rules, 

dependency rules and basic rules, constrained topic model rules and basic rules and using all the 

rules. Since the basic rules are insufficient, they have used the three approaches of dependency 

rules, substring rules and constrained topic model rules to find some infrequent but sensible rules. 

As expected, without decreasing precision, the F-measure has been increased after integrating all 

of the rules. As a result, they have claimed that these rules of mining are reasonable as the basic 

rules and the hybrid association rule mining approach is an efficient method in extracting implicit 

aspects. At the same time more parameters are introduced in hybrid association rule mining 

approach and it is difficult to handle parameter tuning in practical application and different 

parameters produce different experimental results. 

Table 2: Hybrid association rule mining: The highest performance of using all of the 

rules 

 

2.2.2 Generative Feature Language Models based approach 

An unsupervised statistical learning approach was used by Karmaker et. al [6] to mine the implicit 

features based on generative feature language models. The parameters were optimized using 

Expectation-Maximization algorithm. Implicit feature mentions were identified through a new 

probabilistic method. Explicit feature mentions were used as the training data set. The researchers 
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have used hidden variables for representing sentence feature associations and the generative 

probabilistic model to model the review data. After defining these an iterative Expectation-

Maximization approach was used in model parameters estimation. Implicit mentions were 

identified through the inferred values of hidden variables and model parameters. These techniques 

helped to avoid restrictions on opinion words and model parameters learning. At the same time a 

background model was used to handle the noisy words. 

In this generative feature language model, a unigram language model which is known as a word 

distribution or a feature language model was used for vocabulary occurring modeling in sentences 

relating some features. This unigram language model will assign high probabilities to the 

frequently occurring words, in sentences that discuss a particular feature. For example, in a 

sentence which discusses about the "size" feature, the word "small" will get high probability and 

the word "service" will get small probability. 

A mixture model word distribution was created using the sentences explicitly mentioning phrases 

describing a feature by mapping each word with a feature. A language model called background 

language model was created to model the noisy words which will assign high probabilities to the 

frequently occurring words like "a", "the", etc. This will help to identify noise in a sentence when 

using in mixture model. 

Approach 

The Generative Feature Language Model (GFLM) was created using generative mixture model 

with feature language models as components and the review data was created using this model. 

This includes the following processes. 

1. Generating each sentence by independently producing each of the sentence’s words. 

2. Decide on whether to generate the word in a sentence using the background model (γB) or a 

feature language model. 

3. The word will be sampled from the distribution p(w|γB) if the word is chosen from the 

background language model. Otherwise, need to choose on which k feature language models can 

be used, with the help of set of parameters {πS,i}. πS,i gives the probability of when generating the 

word choosing feature language model γi. With probability πS,i, the word using p(w|γi) can 

sampled. 

4. All the words in a sentence will be generated by repeating this process. Set of topic choice 

parameters πS,i based on sentence specific will be used to generate each sentence. 
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Figure 2: Schematic diagram: Generative model for a hypothetical Dataset 

 

To estimate the parameters, introduced a hidden variable Z to estimate πS,i and ZS,w represents the 

identity of each word which is the distribution of feature topics. E.g.: “It’s very light and holds 

charge for the whole day”.  

A pseudo training data was used to estimate all the unigram language models, it also includes the 

background model γB and the feature language models γi. These were kept as constants when 

calculating the maximum likelihood estimation. 

In E-Step, it estimated the hidden variables’ distribution, estimated the uniqueness of each of the 

words, each word was divided into segments and the segments were generated through the feature 

topics. In maximization step, aggregated fractions to estimate the new Λ and the new Λ increase 

the log likelihood of the data. 

To predict the implicit features, they have used two different ways of prediction. One is GFLM-

Word (FM-W) which looks at feature topic distribution at the word level and the other method is 

GFLM-Sentence (FM-S) which looks at feature topic distribution at the sentence level. 
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Summary 

Implicit feature mentions of online customer reviews are solved using a generative feature 

language model in a general and unsupervised method. The parameters are optimized 

automatically through EM algorithm and the research mainly based on statistical learning. At the 

same time the noisy words are filtered using a background language model.  

The researchers have compared their methods, GFLM-Word (FM-W), and GFLM-Sentence (FM-

S) with a supervised learning method which is Naive Bayes classifier (NB) to show how effective 

their method is for exploiting unlabeled data. And used current state of the art approach which is 

correlation-based method (CR) to compare their method's performance with the current state of 

the art method. The results are shown in the below table. 

Table 3: Performance comparison of Generative Feature Language Model with baseline 

methods 

 

 

2.2.3 Co-occurrence Association Rule Mining based approach 

Zhang et al. [7] focused on product features and associations between the feature words and the 

notional words in a sentence. 

Implicit feature extraction was done in four steps. In the first step a co-occurrence matrix(C) was 

determined by identifying all the notional words in the text corpus (D) and then co-occurrence 

frequency at clause level was recorded for each pair of notional words in a square matrix(C). 

In the second step word modification matrix (M) was determined by using a bilateral iterative 

method. This determines the modification matrix (M) which includes the relationship between 

opinion words and their corresponding feature words in the same clause. 

In the third step candidate feature word set Fc was obtained by identifying all the opinion words 

for a review (R) which did not has any explicit feature and formed the set Or. Then a candidate 

feature word set Fc was constituted by selecting all the feature words which can be modified 

using the opinion words available in Or.  

In the final step implicit features were extracted. The commented features are related to the 

opinion words and correlated with the rest notional words in the review. 
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For example, if we consider the review sentence “No electricity after a few phone calls”, the 

feature word "battery” co-occurs with the words “no electricity” and “phone call”. In one sentence 

“battery” and “no electricity” coexist and in another “battery” and “phone call” coexist. The 

association between candidate feature words and the notional words in the review sentence was 

used to infer the implicit features. This method was evaluated using Chinese web reviews. 

Hai et al. introduced two phase co-occurrence association rule mining approach to extract the 

implicit features from reviews [3]. 

In the first phase of rule generation, the researchers defined a form of [opinion word, explicit 

feature] from a co-occurrence matrix to mine a significant set of association rules for each opinion 

word occurring in an explicit sentence in the corpus. 

In the second phase of rule application, more robust rules were generated for each opinion word 

mentioned above by clustering the rule consequents (explicit features). Following procedures 

were performed to identify a new opinion word with implicit feature. A search was performed to 

find the matched list of robust rules. Among them the rule which has the highest frequency weight 

feature cluster was selected and the representative word of the selected cluster is marked as the 

implicit feature. This research used Chinese review data for the evaluation. 

 

2.2.4 Point wise Mutual Information method 

Point wise Mutual Information (PMI) method considers the mutual information of the review to 

identify the implicit feature. Based on information theory PMI is an ideal measure of word 

association norms. PMI compares the probabilities of observing two items independently with the 

probability of observing two items together. As a result, it will identify whether the two words are 

genuinely associated or observed by chance. In Su et al.’s [2] method, the implicit feature was 

identified through the identification of opinion-oriented words and then the implicit product 

features in reviews were mapped by the adjectives. 

 

2.2.5 Feature-oriented opinion determination using unsupervised product feature 

extraction 

Quan et al. [1] used a comparative domain corpus which consists of several product review sets to 

develop a feature extraction method. Here the domain-based product features were extracted 

through their weight’s evaluation in different related domains. Computation of association 

between features and domains were considered as the key point when extracting the features. The 

association of candidate features and domain words were evaluated based on a term similarity 

measure. A domain vector is derived for each candidate feature based on these similarities. Then 

the distances between the domain entity’s domain vector and the domain vectors of features were 

measured to extract the domain specific features. 
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Most of the body in the review domain, a domain he has his own domain feature, compared with 

the present-day in the actions of the associations with being closer to the body, the body is in 

another domain, one domain.  

In a certain domain review corpus, a domain specific feature will be closely associated with the 

current corpus’s domain entity than a comparative domain corpus’s another domain entity. For an 

example, if we take the feature 'photo quality' from a camera review corpus, its semantic is 

closely associated with the domain entity 'camera' than 'mp3'. 

The deriving process of domain vectors for candidate features is illustrated in Figure 3 and the 

symbols used in Figure 3 and their descriptions are listed in Table 2. 

 

 

Figure 3: The deriving process of domain vectors for candidate features  

Multiple nouns string and nouns can be filtered during the pre-processing since domain specific 

features are mostly noun phrases and nouns. Noun phrase extraction, stop words filtration and 

name entity recognition were done in candidate feature extraction step. A domain entity was used 

to represent each domain review corpus. For example, camera for digital camera review corpus 

and phone for the corpus of cell phone review. 

A feature and its domain are associated with each other based on the likeness between the feature 

and the domain entity term. The likeness was evaluated using PMI–TFIDF measurement which is 

a combination of point wise mutual information (PMI) and term frequency inverse document 

frequency (TF-IDF). Based on the similarity between the feature word and the domain entity 

term, for each candidate feature a domain vector is derived. The similarity represents its close 
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connection with the comparative domain corpora and the number of comparative domain corpora 

is represented by the dimension of a domain vector. 

Summary 

Feature oriented opinion is determined unsupervised product feature extraction method. It uses 

domain specificity of words as a form of domain knowledge. Feature and domain association is 

incorporated by the likeness between the feature and the domain entity term which is a 

representation of each domain review corpus. Below table shows the experimental results of 

domain specific features extraction on ten different classes of review. The results are retrieved by 

setting comparative domain review corpora while adding the corpus with the comparative domain 

corpora with same domain. 

Table 4: Feature-oriented opinion determination: Best results for domain specific 

features extraction on D1 – D10 

 

 

 

2.2.6 Rule-Based Approach 

In Poria et al.’s [9] approach at first, the sentence dependency tree is obtained using the Stanford 

Dependency Parser3 and then using the means of Stanford Lemmatizer dependency structure 

elements are processed for each sentence. The dependency tree was built before lemmatization 

because the lower grammatical accuracy of lemmatized sentences may cause several imprecisions 

swapping the two steps. 

Approach 

In Implicit aspect lexicon creation first the sentences which are having implicit aspects are 

extracted and then for each sentence their corresponding labeled categories are considered and 
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implicit aspect clues (IACs) are extracted. As an example, in the review sentence "The car is 

expensive", it is labeled by the category price since the implicit aspect clue is expensive.  

Two general rules are used to construct the aspect parser, the first rule set is for the sentences with 

subject verb and the second rule set is for the sentences without subject verb. Even though there 

are exceptions, most of the times if the active token acts as the head of the relation it will be 

considered in a relation. Depending on how matches the properties of the tokens with the rules 

and the dependency relation with the rules, several ways will be used to compute active token's 

contribution once it is identified as a rule's trigger. The correct way is to consider the combination 

of both the token's contribution along with the dependency relation of the other elements. At first 

the dependency parse structure of each sentence was obtained using the Stanford parser. And then 

to extract aspects the parse trees were used based on the hand-crafted dependency rules. 

When a token's syntactic subject is the active token, if a subject noun relationship contains an 

active token "h" with a word "t" then, 

1. If “t” is somehow determined to exist adjectival and adverbial determination in SenticNet, 

then t will be expressed as an aspect. 

2. If the auxiliary verb is not in the sentence (i.e., was, is, could, would, should) then: 

• If the verb "t" is to be modified by the adjective or adverb or adverbial clause in 

relation with another token, then "t" and "h" will be extracted as features.  

• If there is any direct relation between a token "n" and "t" and if the token's POS is a 

noun and "n" does not exist in SenticNet, then "n" will be extracted as feature. 

• If there is any direct relation between a token "n" and "t" and if the token's POS is a 

noun and "n" does not exist in SenticNet, then "n" will be extracted as feature. If some 

other token "n1" is connected to "n" using any dependency relation in the sentence's 

dependency parse tree and if POS of "n1" is Noun, then "n1" will be extracted as 

feature. 

• If a token "t1" and "t" is having the relation of open clausal complement, and if "t-t1" 

exists in the opinion lexicon then the feature "t-t1" will be extracted. If "t1" and token 

"t2" are connected and if "t2"'s POS is a noun, then "t2" will be extracted as feature. 

3. A copula is defined by the “copular verb’s” relationship with the "complement of a 

copular verb". If the token "t" and a "copular verb" are in a copula relation, and also if the 

implicit aspect lexicon contains the copular verb, then "t" will be extracted as feature. 

4. If the token "t" and a "copular verb" are in a copula relation and if "h"'s POS is a noun, 

then "t" will be extracted as an explicit feature. 

5.  If the token "t" and a "copular verb" are in a copula relation and if any dependency 

relation exist between "copular verb" and token "t1" and if "t1" is a verb, then "t" and "t1" 

will be extracted as an implicit feature. 

Features will be extracted using the following rules if the sentences are without subject noun 

relation in the parse trees: 
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1. If an adverb or adjective "h" is in open clausal complement relation or infinitival relation 

with the token "t" and the implicit feature lexicon contains "h", then "h" will be extracted 

as feature. 

2. If a noun "t" and token "h" are having a prepositional relation, then "t" and "h" will be 

extracted as feature. 

3. If a token "h" and token "t" are having a direct object relation, then "t" will be extracted as 

feature. 

Additional Rules followed are: 

• For all the features which are extracted above, if a token "t" and an aspect "h" are having 

conjunct relation or coordination relation, then "t" will be extracted as feature. 

• Any noun that modifies the head noun is a "noun compound modifier" of an NP. If "t" is 

identified as a feature and "t" is having noun compound modifier "h", then the feature "h-

t" will be extracted and "t" will be removed from the feature set. 

Summary 

This research has extracted both explicit and implicit aspects from reviews using unsupervised 

method focusing on the dependency structure and the commonsense knowledge of sentences. 

Developed an aspect knowledge base using SenticNet and WordNet to obtain the aspect 

categories of implicit aspect clues. Below table shows the results of the experiment carried out on 

Semeval 2014 aspect-based sentiment analysis data. 

Table 5: Rule-Based Approach: Results of experiment on aspect-based sentiment 

analysis data (Semeval 2014) 

 

 

 

2.3 Semi-supervised learning approach 

Semi-supervised learning is a class of supervised learning tasks and techniques that also make use 

of unlabeled data for training, typically a small amount of labeled data with a large amount of 

unlabeled data. Explicit topic mining model with SVM classifiers [5] and constrained k-means 

clustering with background knowledge [8] methods were used under the semi-supervised learning 

approach to extract implicit features. 
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2.3.1 Explicit topic mining model method 

A semi-supervised learning approach was used by Xu et al. [5] for implicit feature identification 

on Chinese reviews by considering facts and opinions. For each of the product feature they have 

generated a classifier. The classification model was established using the sentences which are 

explicit, and their corresponding features extracted from the review as the training samples. 

Various vector space models (VSM) were built up using different collections of training attribute 

based on several traditional feature selection methods and different types of part-of-speech (POS) 

selection. For each features' training model, relevant explicit sentences are considered as the 

positive samples and relevant sentences which are non-explicit are as negative samples. After that 

sentences which are non-explicit were discriminated using some SVM classifiers. 

Approach 

Each sentence in the training data has a product feature and two features which will never co-

occur. Therefore, an algorithm for clustering was used to get the relevant terms and the product 

feature in the same topic. Terms of the same topic were gathered into one group using the topic 

modeling approach. Same type of product features will be clustered into one cluster and the same 

cluster terms will have high association. As a result, the training attributes will be selected from 

these terms with higher priority. Also, clustering algorithms were created using these topic 

modeling methods. Once the terms are clustered into homogeneous topics and better and more 

meaningful clusters were produced using the pre-existing knowledge. 

Although the basic LDA (Latent Dirichlet Allocation) has some limitations like obtaining the 

appropriate number of topics, product features co-occurring very often with some common words 

which are used to describe product features, words like good, nice, bad, etc. This will lead to 

cluster some product features in the wrong topic model when clustering the explicit sentences 

using basic LDA. So, it will become difficult to decide the topic cluster and its product feature 

which is the SVM’s classification category. 

However, they have used an LDA based explicit topic model instead of traditional feature 

selection methods. Each topic will be pre-allocated with a certain product feature using the 

explicit topic model. Depends on each topic model’s explicit product feature, each topic cluster's 

corresponding category can be identified using the pre-explicit knowledge obtained from the 

explicit topic features. 

In identifying implicit features following steps are involved. In the first step, from the explicit 

sentences two different types of constraints will be extracted. In the second step the explicit topic 

model will be incorporated with some relevance based prior knowledge and identified constraints. 

In the third step words will be filtered using the explicit topic models and each product feature’s 

training attributes will be extracted for SVM. In the final step selected attributes will be trained 

using several SVM classifiers and corresponding implicit features of the sentences will be 

identified. 



17 
 

Algorithm 

Algorithm 2.2 shows the steps involved in extracting the implicit features. POS tagging, word 

segmentation and feature clustering are used when presenting a specific product and reviews to 

retrieve explicit sentences and their corresponding features (line 1). 

 

Algorithm 2.2 Implicit Feature Identification using explicit topic mining model and SVM 

After the explicit sentences are identified, others are non-explicit sentences which contains 

implicit sentences as well as no feature sentences (line 2). From the explicit sentences, the 

constraint set, which is in the form of must links and cannot links is retrieved in the next step (line 

3 and 4). 

Furthermore, PMI prior knowledge and syntactic prior knowledge are extracted from the explicit 

sentences (line 5 and 6). All these pre-existing knowledges are extracted automatically and 

integrated into the explicit topic model so that it will enable to compare different experimental 

results (line 7). 

Then via the pre-defined topic feature the word clusters are chosen as the training attributes for 

the classifiers of each product feature (line 8). Finally, according to the explicit sentence and the 

training attributes of fi, a corresponding SVM classifier is established for each feature fi (line 10 
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and 11) which is applied to classify the non-explicit sentences (line 12). For a non-explicit 

sentence si, an assumption is made that the sentence is an implicit sentence and contains the 

related feature fi if its classification result is positive (line 12 - 17). 

Summary 

The researchers have used an SVM based method to extract implicit features from Chinese 

customer reviews. An implicit topic model with preexisting knowledge is used to select the 

training attributes and handle the implicit features. Finally, implicit features are identified using 

the SVM classifier. They have compared their method with three other methods, which are 

baseline method which is using SVM and traditional method, co-occurrence association rule 

mining (CoAR) and point-wise mutual information (PMI). The comparison results show that their 

method, explicit topic model which incorporating all constraints and prior knowledge gives the 

best precision and recall. 

Table 6: Explicit topic mining model: Best performance of different methods 

 

2.3.2 COP-KMeans Clustering based approach 

Liu et al.’s [8] method identifies the implicit features and group the high similarity features into 

one cluster. Here feature level opinion mining is done to identify implicit features. This includes 

three steps, first is extracting the features and their corresponding opinion words. Second is 

clustering the features. Finally orient the features' opinions. 

Approach 

A. Extract Opinions and Features 

The corresponding features are extracted using the opinion words which are modifiers. Each 

modifier is used to modify a feature without considering either the part of the entity or the whole 

entity. This method considers noun and noun phrases as well as verb and verb phrases. For 

example, it considers "running" as a feature. 

In Chinese reviews mostly the wording pattern is like "the price is little expensive" rather than the 

pattern "high price". So, the left or right relationship (side of the features in a review relative to 

the opinion word) of the feature will be considered. If neither of the relationship is used, then it 
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assumes that there is an implicit feature in the review. Syntax analysis is not used for normative 

sentences because it is difficult to find the opinions and their corresponding features.  

Since using opinions as the feature indicator is not good as it is ambiguous and produce wrong 

features. To solve this problem the relationship between the opinions and features is used. The 

words with low frequency may be the noises but they may consist of features and their 

corresponding opinions, so the noises are filtered mutually. In the repeated noise removal 

procedure, which is based on reversing the roles of opinions and features, the low confidence 

score opinions are selected and checks whether their corresponding features are also with low 

confidence scores. If the confidence score is low, then that opinion word is removed, and co-

occurrence matrix will be recalculated.  

B. Identify Implicit Features 

Since there are two kinds of opinions, one is entity where the feature cannot be identified without 

the context (vague opinions). In this case the implicit feature is replaced with the entity. Other is 

feature where the opinions imply specific features which is context-independent (clear opinions).  

The opinion words are grouped using the part of speech dictionary which includes the synonyms 

and the antonyms of words. 

Implicit features get the candidate set as the explicit features which are modified by the opinion 

group. The representative word with the highest importance will be selected as the implicit 

feature. 

C. Cluster Features 

K-means algorithm is used to cluster the features with high similarity into groups as different 

words are used to express the same feature. 

Three aspects of the features are considered. Feature’s corresponding opinion similarity is one of 

the aspects where the clusters can be created using the similarity of the opinion words. The 

similarity of the corresponding opinion words are calculated by utilizing co-occurrence matrix 

and their type. Figure 2 shows a sample co-occurrence matrix. 

Second is the similarity of the features in a text. The features which include the same word is 

considered in the aspect. For example, "speed" and "running speed" both represent the same 

feature speed. Set theory is used to calculate the similarity in the aspect. 

Third is the structure of the features in a comment. Two indexes are considered in the aspect. 

Type of the features is one of the index. The feature may be the noun or noun phrase and verb or 

verb phrase of the review. In this method five types are considered. Which are noun, noun + verb, 

verb, verb + noun, noun + noun. Location of the features is the other index. Here the similarity is 

expressed by the cosine distance. 
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Figure 4: Similarity co-occurrence matrix 

 

D. Clustering Enhancement 

Clustering process is conducted by utilizing the constructed instance representation. Clustering 

enhancement is done using the COP-KMeans [12] which is a semi-supervised variant of K-

Means.  

Clustering process partition is generated using the background knowledge provided in the form of 

constraints between data objects. One of the constraints here is the incompatibility which is the 

same cluster cannot have two data objects. Constraints are constructed using the context-

dependent information also. And an assumption is made that the same feature will not repeat in 

one review. Along with these the approach used the incompatibility to enhance the cluster. 

Summary 

This research uses the corresponding opinion words to extract the implicit features and then 

according to the confidence scores and mutual support scores it filters the noises. After that based 

on the knowledge of the context dependent information the features are clustered. Clustering 

enhancement is done using the COP-KMeans which is a semi-supervised variant of K-Means. A 

limitation in this research is the proposed method will not perform well if it is evaluated using a 

small-scale corpus. The results of the research are showed in the below table. Precision and recall 

for identifying the implicit features are calculated based on Manual annotation results. The 

effectiveness of the enhancement based on the context dependent information is showed in the 

below table. "K-Means" represent the pure K-Means algorithm and "Enhance" represent the K-

Means based on the knowledge which is used in the research. The results show that the K-Means 
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based on the knowledge performs well. Also, it shows that the context-dependent information is a 

good indicator for clustering the features. 

Table 7: Opinion Mining Using Clustering: Results of implicit feature identification 

 

Table 8: Opinion Mining Using Clustering: Results of comparison 

 

 

2.4 Supervised learning 

Supervised learning infers a function from labeled training data using the machine learning task. 

Conditional Random Field (CRF) [11] is a supervised learning approach used for implicit feature 

extraction. 

2.4.1 A Classification based Approach for Implicit Feature Identification 

Implicit features were extracted from product reviews through feature-level opinion mining. The 

products are represented using a set P = {P1, P2, P3, ..., Pn}. For each product Pi, customer 
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reviews are available, this is represented by Ri = {r1, r2, r3, ..., rm}. These reviews are considered 

as text documents. A sequence of sentences rj = {s1, s2, s3, ..., sl} is used to represent each 

review rj and each sentence sk may have several clauses sk = {c1, c2, c3, ..., ch}. 

Approach 

Zeng et al. [10] used three steps to extract implicit features, first step is extracting explicit opinion 

feature pair, second is constructing training document using opinion feature pair and third is 

identifying implicit feature. 

1. Explicit feature-opinion pair Extraction 

Opinion feature pairs were extracted from reviews using a rule-based approach. The mentioned 

method made use of grammar of Chinese dependency to identify opinion feature pairs. At first 

several rules were created using Chinese dependency grammar. Then making use of these rules’ 

candidate opinion feature pairs were extracted. For each product candidate opinion word set CO 

and candidate feature word set CF was constructed achieve good precision in opinion feature pair 

extraction. Extracted the nouns and the adjectives from reviews and considered noun words as 

candidate feature and adjective words as candidate opinion with the assumption of nouns are 

possible to be feature words and adjectives are expected to be opinion words. From the candidate 

set CF and CO irrelevant nouns and adjectives are filtered using a stop word list. At the same time 

some of frequently used the non-noun feature words and non-adjective opinion words are 

supplemented. 

In Chinese review sentences most features are in the structure of either DE (Chinese structural 

pattern) or subject-predicate (SBV). Therefore, to extract feature opinion pairs two different kinds 

of dependency relation were used by means of rules. From the observations it is identified that the 

feature satisfies the relation of SBV with opinion word when the feature appears before the 

opinion word and there is a DE structure between the opinion and the feature when the feature 

appears after the opinion word. To extract the explicit opinion feature pairs, three different rules 

are defined by the authors to handle different sentence structure types based on the above 

observations. 

Rule 1: The dependency structure of a dependency relation SBV is denoted as sbv(w1, w2), 

where the word w2 is depending on word w1 in SBV, when word w2 fits to the opinion set CO 

and word w1 fits to feature set CF, then <w1, w2> will be extracted as opinion feature pair [10]. 

Rule 2: The dependency structure of a dependency relation SBV is denoted as sbv(w1, w2), 

where the word w2 is depending on word w1 in SBV, when word w2 does not fits to the opinion 

set CO and word w1 fits to feature set CF, and there is a word w3 which comes after word W2 

that fits to the opinion set CO, then <w1, w3> will be identified as opinion feature pair [10]. 

Rule 3: In DE which is a dependency relation, where a word w2 fits to the feature set CF after a 

defined Chinese word and the word w1 that fits to the opinion set CO which appears before a 

defined Chinese word, then <w2, w1> will be identified as opinion feature pair [10]. 
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Figure 5: Framework of classification-based approach.  

Customer reviews are processed using the word segmentation, dependency parsing and part-of-

speech (POS) tagging. A sentence’s satisfaction of a rule is identified based on the results of the 

preprocessing. 

2. Feature opinion pair Training Document Construction 

Identified explicit sentences are used as a training data and the category or the topic of each 

sentence is given the label of the sentence's opinion feature pair. For the explicit sentence 

"Delivery is very fast, ordered in the morning and received in the afternoon” the opinion feature 

pair (<fast, delivering>) is the labeled topic of the sentence. If more than one opinion feature pair 

exist in a sentence, then that sentence will be classified into each opinion feature pair topic of the 

sentence sk's opinion feature pair set (FOk). 

Usually, for all opinion word, the opinion word is contained in more than one opinion-feature 

pair. If an opinion feature pair is <f, o>, then the feature word f is described by the opinion word 

o. Several different features can be described by an opinion word. For example, different kind of 

product features like "screen", "mobile phone" and "quality" can be described using the opinion 

word "good". Same feature can be expressed using different feature words or phrases in reviews. 

For example, the feature "vocality" can be expressed using the features "vocality quality", "music" 

and "sound effect". So, each opinion word o, they have clustered the opinion feature pairs FO(o) = 

{<f1, o>, <f2, o>... <fn, o>} which covers opinion term based on the semantical and also 

conceptual relation of the features F(o) = {f1, f2, ..., fn}. When comparing the feature set F(o)’s 

size with the whole features set F it is relatively small, so it became effective and easier to cluster 

the opinion feature pairs. After that, the training document for each clustered opinion feature pair 
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was constructed using the set of clustered opinion feature pair. And the sentences that contain the 

opinion feature pair were collected into a document and they were labeled using the clustered 

opinion feature pair for each clustered opinion feature pair. 

3. Implicit Feature Identification 

Identifying the implicit features is expressed into a classification of text problem by constructing 

the training set for opinion feature pair. For each implicit sentence Isk their corresponding opinion 

word set is denoted as Iok = {o1, o2, ..., on}. Identified implicit features by finding the implicit 

feature “fi” for each opinion term “oi” in “Io”. The clustered opinion feature pair set, which 

contains opinion term oi are denoted as FOc(oi) = {<fc1, oi>, <fc2, oi>, ..., <fcm, oi>}. The 

implicit feature “fci” finding problem for opinion term oi in implicit feature sentences Isk is 

transformed into a classification of text problem since the feature opinion pair is regarded as the 

sentence's topic or category. 

A topic feature centroid classifier is designed to classify the implicit feature sentence with an 

opinion term oi into the most probable opinion feature pair <fi, oi> topic. The lexicon set is 

constructed using a small feature set related distinguished words in the training dataset. In training 

dataset of opinion feature pair only small amount of words contributed to the topic’s feature 

domain. Other words, like stop words occurs more frequently, and they do not have influence in 

judgement for the topic. Also, noise can be introduced because of these irrelevant words in the 

topic representation. Therefore, the nouns, verbs and adjectives in the training dataset is used in 

the construction of the lexicon set. Irrelevant words and stop words are removed using a filter 

word set. Denoted the lexicon set as L = {wf1, wf2, ..., wfL}, and the centroid for category <fj, 

oj> is denoted by a “word vector centroid” j = {wf1j, wf2j, ..., wfLj}, where wfkj(1 <= k <= L) is 

the word wfk’s weight. The weight calculation for word wfk in the topic feature centroid classifier 

was derived using a different formulation. The opinion feature topic was produced with more 

discriminative features using the weight calculation method. A denormalized cosine measure is 

used to classify implicit feature sentence after obtaining the centroid vector for each category. 

 

Here, for the implicit sentence “Isk”, “si” is the word vector representation. Since, usually the 

sentence is short, concern was only whether the word is appeared or not appeared in the sentence. 

The capability of discrimination of opinion feature pair topic's centroid vector is preserved by 

using the de-normalized cosine measure. The de-normalized measure is more discriminative for 

the classification since the vector space size is comparatively small.  

Algorithm 

The process for identifying implicit feature is shown in algorithm 2.3. 
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Algorithm 2.3 Classification based Approach: Implicit Feature Identification 

Summary 

This research uses a classification-based approach to extract implicit features. The training dataset 

is labeled by using specific opinion feature pair cluster is obtained by constructing a dataset for 

the opinion feature pair cluster. Then identification of implicit feature task is formulated as a 

classification of text task. Explicit opinion feature pairs are extracted using a rule-based method 

from the customer reviews. A feature topic centroid classifier is used to classify the implicit 

feature. Although, there are some undesirable errors exists in identification of implicit features, 

which are due to incorrect classification and by wrong identification of implicit feature indicators, 

comparing coAR with the rule-based approach, the limitations of the rule-based approach were 

overcame by the proposed approach and achieved a better performance in comparison. The results 

are shown in the below table. 

Table 9: Classification based Approach: Results of implicit feature identification 

 

2.4.2 A Proposed framework for improved identification of implicit aspects using 

supervised learning technique 

Bhatnagar et al. [11] used a supervised machine learning technique CRF (Conditional Random 

Field) to identify implicit aspects. Conditional random field technique predicts the probable 

outcome based on some previously given training on some desired data sets. 

As a first step review data is collected, noise removed and converted into text document form. 

Each sentence is tokenized to input each word to the POS-tagging process. For further processing 
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each word is given a label and this label is its identity. POS-tagging is done to identify nouns and 

adjectives. Since explicit aspects are the frequently occurring nouns in the document. If the words 

that are tagged as nouns occur more than a threshold value, then they are counted as explicit 

aspects. Hidden aspects are found by deploying the trained CRF file on whole document. All the 

aspects are collected and provided with scores with the help of “SentiWordNet”. Found aspects' 

positions are marked in the document and then the adjectives associated to each aspect are found. 

Then all adjectives related to a particular aspect get their scores summed up after which the 

aspects get its final score of being rated as to what extent they have a positive impact on the 

review. 

2.4.3 Using deep learning for implicit aspect extraction 

Panchendrarajan et. al [39] have considered the situation where an opinion word is used to 

describe different aspects. This paper presented a method to recognize multiple implicit aspects in 

a sentence. Separate models are created for identification of implicit and explicit aspects. These 

models used manually labelled training data set. First model uses maximum entropy classification 

technique for explicit aspect identification. Second model finds opinion words and their 

associated implicit aspects. Double propagation is used to extract opinion target. To improve the 

accuracy in presence of multiple interrelated aspects, entities and their aspects are modelled as a 

hierarchy. Since they have focused on domain specific model, which is the restaurant domain, the 

model can be improved and extended to other domains by identifying relationships between 

domain specific aspects and modelling them as a hierarchy. 

Feng et. al [40] built a feature vector by aggregating words vectors, part of speech vectors, and 

dependent syntax vectors extracted from the words is given as input for training the deep 

convolution neural network, and sequential algorithm is then used for finding the sentiment 

expressed in the sentence. To identify the implicit aspect Feng et. al [40] created an evaluation 

tuple [Ai, Fi, Ci, Oi] which is comprised by four elements, aspect, sentiment shifter, sentiment 

intensity and sentiment after they obtain the sentiment label of each word. The aspect is the 

implicit aspect when they extract the tuple Ai. They have proposed the following algorithm to 

identify the implicit aspect. 

In step one, removed stop words, count the times of the words and the explicit aspects appearing 

in the explicit aspect sentence and arrange the statistics into a matrix, where the columns 

correspond to the explicit feature words and the rows correspond to the words in the sentence. In 

step two, obtained the matrix with number of other words that co-occurrence of the explicit aspect 

word in explicit aspect sentence. 

In step three, calculated the times of the explicit aspect word and the sentiment word appearing 

simultaneously in the explicit evaluation tuple and build the matrix, where the columns 

correspond to the aspect word and the rows correspond to the sentiment word. In step four, 

reformulated matrix as another matrix, where the probability of the aspect word and the sentiment 

word appearing simultaneously. 
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In step five, if the sentence is the non-explicit aspect sentence, removed the stop words. The 

sentence consists of t words, i.e., S = {w1, w2 ··· wt}. The sentiment word without corresponding 

feature word is identified, the probability of which and candidate aspect words, where all the 

explicit aspect are candidates. All explicit aspect words are in all the explicit aspect sentences, and 

all the explicit aspect words are formed into a set, which are candidate aspect words. The 

declaration of other words does not include sentiment words, because the matching of sentiment 

words and aspect words has been calculated. The score for candidate is the sum of the topic score 

and the matching score. Then, they selected the candidates such that max as the implicit aspect of 

sentiment word. 

In step six, suppose that the sentence is a continuous aspect sentence, the explicit aspect appearing 

before the implicit aspect is Ai, and the sentiment word of the implicit aspect is Oj. Oj match with 

Ai if the frequency of the co-occurrence of explicit aspect word Ai and sentiment word Oj is 

larger than the threshold β. Otherwise, return to step five for implicit aspect identification. In step 

seven, if the implicit aspect after the continuous aspect sentence, the recognized implicit aspect is 

treated as the explicit aspect. Then, they repeated step six to identify the implicit aspect. 

Since they have mainly focused on mobile phone reviews; it is difficult to generalize and cannot 

ensure that their algorithm works well for another domain. And getting the appropriate model 

parameters also not mentioned clearly.  They have obtained precision of 0.8758, recall of 0.7769 

and F1 score of 0.8233. 

 

Table 10: Summary: Methods used to identify implicit features 

 

Method F-Score Domain Limitation 

Hybrid association rule 

mining [4] 
75.51% Chinese reviews 

Different and more parameter 

tuning 

Generative Feature 

Language Models [7] 
53.21% English reviews Insufficient data 

Co-occurrence Association 

Rule Mining [3] 
61.30% Chinese reviews 

Associations between feature 

words and the rest of the factual/ 

notional words are ignored 

Point wise Mutual 

Information [2] 
49.62% Chinese reviews 

Only the opinion words are 

considered, and all other factual/ 

notional words are discarded 

Comparative domain 

corpora [1] 
73.30% Chinese reviews 

Insufficient feature-oriented 

opinion lexicons generation 

Rule-Based Approach [9] 84.47% Chinese reviews Define rules manually 

Explicit topic mining 

model [5] 
77.78% Chinese reviews 

Prior knowledge needed to 

achieve better results 

COP-KMeans clustering 

[8] 
68.71% Chinese reviews 

Low performance for small scale 

corpora 
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Classification based 

approach [10] 
76.56% Chinese reviews 

Errors due to incorrect 

classification and wrong implicit 

feature indicators identification 

Word vector-based 

approach [40] 
82.33% Chinese reviews 

Focused on mobile phone reviews 

only. 

Difficulty in getting the 

appropriate model parameters. 

 

2.5 Summary 

This chapter presented the literature survey for different approaches used for implicit feature 

extraction. Major techniques discussed in this chapter are hybrid association rule mining, co-

occurrence association rule mining, generative feature language model, point wise mutual 

information, feature-oriented opinion determination, rule-based approach, explicit topic mining 

model, COP-KMeans clustering, classification based approach and word vector-based approach. 
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METHODOLOGY 

3.1 Overview 

This research focuses on supervised aspect extraction using deep learning. This research proposes 

a novel and yet simple CNN model employing two types of pre-trained embeddings for aspect 

extraction: general-purpose embeddings and domain-specific embeddings associated with a Word 

Embedding based Correlation (WEC) model that combines the advantages of translation model 

and word embedding model to find out the implicit features. For an arbitrary pair of words, co-

occurrence probability in review and feature are score by WEC. At the same time, smoothness 

and continuity of continuous space word representation can also leveraged by WEC which help to 

deal with unfamiliar word pairs from the training parallel corpora. Better results can be achieved 

by removing the noisy words properly from the review sentences since many researchers have 

struggled removing noisy words properly. The system architecture is shown as a block diagram in 

figure 6. 

 

3.2 Background 

Implicit features are extracted with the help of word embedding based correlation model, general 

purpose embeddings, domain specific embeddings and convolutional neural networks. These 

features are discussed in detail in the following sub sections. 

3.2.1 Word embedding 

In deep learning applications, word embedding is broadly utilized in predictive NLP modeling for 

feature identification. Sparse vector representation of word can be transformed into dense vector 

representation with the use of word embedding. Comparability between phrases and words on a 

huge scale, depend on the context, can be found out using continuous vector space. 

Word embedding transforms the words in a vocabulary into dense vectors of real numbers in a 

continuous embedding space. In classic NLP systems, words are represented as indices in a 

vocabulary which do not focus on the semantic connection among words. Word embedding is 

learned by neural networks explicitly encode distributional semantics in learned word vectors. 

Moreover, through low-dimensional matrix operations, word embeddings can be used to 

efficiently compute the semantics of larger text units such phrases, sentences and documents.  

Similarities among words are not considered in most of the topical NLP works, while they focus 

words as atomic units just as these are represented as indices. There are several advantages in 

choosing this option such as robustness, simplicity and the observations which show that simple 

model trained on mass data outplay than the complex systems which are trained using less data. 

As an example, we can consider famous n-gram model which is used to build statistical language 

model. 
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Figure 6: Conceptual block diagram of the proposed system architecture.  
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Anyhow, simple techniques could not achieve well due to the own limitations. As an example, 

speech recognition system is limited by the volume of relevant in-domain data. The volume of the 

good quality data determines the excellency of the speech recognition system. Current corpora in 

machine translation systems have only a petty amount (few billions) of words for many 

languages. So, elementary scaling up of the fundamental techniques does not give notable 

progress. Thus, there are situations where simple scaling up of the fundamental techniques will 

not give notable progress, so we have to focus on new techniques. Growth of machine learning 

techniques in current era helps us to train complex models on massive data. A distributed 

representation of words is the most fruitful concept. For instance, neural network-based language 

models expressively overtake N-gram models. 

Word2vec method can be utilized to learn good quality word vectors from massive datasets with 

billions of words, and with millions of words in the vocabulary. Resulting vector representation is 

measured by this word2vec method. Tendency of similar words togetherness and multiple degrees 

of similarity are measured in this technique. Previously this technique is observed in the context 

of inflectional languages. For instance, there are multiple endings for a noun; and if we seek for 

correspondent words in a subspace of the original vector space, it is potential to identify words 

that have similar endings. 

Similarity between word representations goes ahead simple syntactic regularities. Word offset 

technique is used to perform simple algebraic operations on the word vectors. For instance, 

Vector (“Queen”) –Vector (“Woman”) + Vector (“Man”) outputs in a vector which is nearest to 

the vector representation of “King” [35]. 

Continuous space language models have recently demonstrated outstanding results across a 

variety of tasks. Input layer weights are used to learn implicitly of vector- space word 

representations. Semantic and syntactic regularities of language can be obtained using these 

representations. And that each relationship is represented by a relation-specific vector offset. 

Vector oriented reasoning rest on offsets between words is allowed by this technique. For 

instance, the male/female relationship is automatically studied, and with the induced vector 

representations, “Queen - Woman + Man” results in a vector very close to “King.” The word 

vectors capture syntactic regularities by means of syntactic analogy questions. 

Representing the words as high dimensional real valued vectors is a defining feature of neural 

network language models. In these models, words are converted via a learned lookup table into 

real valued vectors which are used as the inputs to a neural network. The major advantage of this 

model is that distributed representation attains a stage of generalization which cannot achieve 

using traditional n-gram language models. An n-gram model focuses in terms of discrete units 

that don’t share inherent relationship to one another; a continuous space model focuses in terms of 

word vectors where similar words are likely to have similar vectors. So, according to the 

particular word or word sequence, model parameters are adjusted, the advancements will take 

over to occurrences of similar words and sequences. Model and learned word representations can 

be achieved by training neural network language model. Forasmuch as both the semantic and 

syntactic tasks have been devised as analogy questions; cosine distance based simple vector offset 

method can be effectively used for solving these questions.  Vector offsets are used to present 

https://www.thesaurus.com/browse/forasmuch%20as
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relationships. Hence in the embedding space, all pairs of words sharing a particular relation are 

presented by the same constant offset. 

Although, there are various types of proposed models; Latent Semantic Analysis (LSA) and 

Latent Dirichlet Allocation (LDA) available for estimating continuous representations of words 

many different types of models were proposed for estimating continuous representations of 

words, the distributed representations of words learned by neural networks outplay significantly 

better than LSA for preserving linear regularities among words [20, 31]; LDA moreover turns into 

computationally expensive on massive data sets. 

Each word is considered as an atomic unit without focusing the relationship between other words 

in bag of words model. For instance, “book” and “reading” words will be got different unique ids 

although they both are frequently appeared words within the context or sentence. Sparse word 

vectors are mapped into continuous space based on the surrounding context in word embedding. 

This is called as the process of embedding a high-dimensional vector word representation into a 

lower dimensional space. 

The best property in vector representation is comparing words or phrases. For instance, “book” 

and “reading” word can be indicated conceptually correlated, if those words appear in same 

context so many times. 

Word embedding representations can be constructed using various existing models. Google’s 

word2vec method leads ahead due to its performance and training speed. Word2vec is trained to 

predict the target word from the context of surrounding words without utilizing word count; so it 

is called as predictive model. These are the steps in word2vec model; one-hot encoding is used to 

encode each word and matrix of weights is used to feed the encoded words into a hidden layer. 

The output of the process is the target word. The word embedding vectors are actually the weights 

of this fitted model. 

Continuous bag of words (CBOW) and skip gram are the two types of word embedding models in 

word2vec. CBOW is implemented using the concept of sliding window which means it looks at 

sliding window of n around words of the target to make a prediction. Despite to this, skip-gram 

model predicts the surrounding context for a given target word. The applications of word 

embedding are syntactic parsing, sentiment analysis, name entity recognition (NER) and more. 

They can also cater a more refined step to present words in numerical space by conserving word 

to word similarities based on context, give a measure of similarity between words or phrases, can 

be used as features in classification tasks and increase model achievement. 

Since the non-linear hidden layer in neural network model causes computational complexity in 

learning distributed representations of words, log-linear model was introduced to reduce 

complexity. The neural network language model was successfully trained in two steps: first, 

continuous word vectors are learned using simple model, and then the N-gram NNLM is trained 

on top of these distributed representations of words. 
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Continuous Bag-of-Words Model 

The non-linear hidden layer is taken out and the projection layer is shared for all words (not just 

the projection matrix); thus, all words get projected into the same position (their vectors are 

averaged). In bag-of-words model the order of words in the history does not influence the 

projection. Furthermore, it uses words from the future. A log-linear classifier was built with four 

future and four history words at the input, where the training criterion is to correctly classify the 

current (middle) word. Continuous distributed representation of the context is used in CBOW in 

contrast to standard bag of words model. The weight matrix between the input and the projection 

layer is shared for all word positions in the same way as in the NNLM. 

Continuous Skip-gram Model 

Despite of predicting the target word based on the context, it attempts to maximize classification 

of a word based on another word in the same sentence. Log-linear classifier with continuous 

projection layer is inputted with each current word, words are predicted within a certain range 

before and after the current word. We can obtain good quality by increasing the range, but it rises 

the computational complexity. Since the more distant words are usually less related to the current 

word than those close to it, less weight is given to the distant words by sampling less from those 

words. 

We could see different types of similarities among words. For instance, the words “big” and 

“bigger” are similar in the same sense of the words “small” and “smaller”. The word pair “big-

biggest” and “small-smallest” is similar. A similar word of “small” can be identified in the same 

sense as “biggest” is similar to “big”, via computing simple vector X = vector("biggest") - 

vector("big") + vector("small"). After that the closest word to X is searched in the vector space 

using cosine distance. The correct answer can be found if we trained the system properly. We can 

answer very subtle sematic relationship question, if we train the model using high dimensional 

word vectors on a huge amount of data. For example, India is to Delhi as Sri Lanka is to 

Colombo. Word vectors with such semantic relationships could be utilized to enhance many 

classic NLP systems, such as information retrieval, machine translation and question answering 

systems. 

 

3.2.2 In domain embedding 

Learning high-quality domain word embeddings is important for achieving good performance in 

many NLP tasks. General-purpose embeddings trained on large-scale corpora are often sub-

optimal for domain-specific applications. However, domain specific tasks often do not have large 

in-domain corpora for training high-quality domain embeddings. 

The key to the success of word embeddings is that a largescale corpus can be turned into a huge 

number (e.g., billions) of training examples. Two implicit assumptions are often made about the 

effectiveness of embeddings to down-stream tasks:  
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1) The training corpus for embedding is available and much larger than the training data of the 

down-stream task 

2) The topic (domain) of the embedding corpus is closely aligned with the topic of the down-

stream task.  

However, many real-life applications do not meet both assumptions. In most cases, the in-domain 

corpus is of limited size, which is insufficient for training good embeddings. In applications, 

researchers and practitioners often simply use some general-purpose embeddings trained using a 

very large general-purpose corpus (which satisfies the first assumption) covering almost all 

possible topics, e.g., the GloVe embeddings [36] trained using 840 billion tokens covering almost 

all topics/domains on the Web. Such embeddings have been shown to work reasonably well in 

many domain-specific tasks. This is not surprising as the meanings of a word are largely shared 

across domains and tasks. However, this solution violates the second assumption, which often 

leads to sub-optimal results for domain-specific tasks, as shown in our experiments. One obvious 

explanation for this is that the general-purpose embeddings do provide some useful information 

for many words in the domain task, but their embedding representations may not be ideal for the 

domain and in some cases they may even conflict with the meanings of the words in the task 

domain because words often have multiple senses or meanings. For example, we have a task in 

the programming domain, which has the word “Java”. A large-scale general-purpose corpus, 

which is very likely to include texts about coffee shops, supermarkets, the Java island of 

Indonesia, etc., can easily squeeze the room for representing “Java”’ context words like 

“function”, “variable” or “Python” in the programming domain. This results in a poor 

representation of the word “Java” for the programming task. To solve this problem and also the 

limited in-domain corpus size problem, cross-domain embeddings have been investigated [21] via 

transfer learning [22]. These methods allow some in-domain words to leverage the general-

purpose embeddings in the hope that the meanings of these words in the general-purpose 

embeddings do not deviate much from the in-domain meanings of these words. The embeddings 

of these words can thus be improved. However, these methods cannot improve the embeddings of 

many other words with domain-specific meanings (e.g., “Java”). Further, some words in the 

general-purpose embeddings may carry meanings that are different from those in the task domain. 

 

3.2.3 Convolutional Neural Networks 

Image recognition and speech recognition tasks can get advantages from multilayer back 

propagation networks by learning complex high dimensional nonlinear mappings. Despite to 

CNN, classic models of pattern recognition gather relevant information from the input and 

discards irrelevant variabilities using a hand designed feature extractor.   

Then the resulting feature vectors or strings are categorized by a trainable classifier into classes. 

Standard multilayer networks are used in this scheme as classifiers. Eliminating the feature 

extractor which feeds the network with raw inputs is an interesting scheme. And it is depending 

on back propagation to turn the first few layers into an appropriate feature extractor. Even though, 



35 
 

it can be done with an ordinary fully connected feed forward network, there are some issues as 

well.   

Initially, there are several hundred variables are in typical images or spectral representation of 

spoken words. There are several weights in a fully connected first layer with few hidden units. If 

we train the system with scares resource, over fitting problems may happen. In supplement, many 

weights may require memory requirement which can be rule out certain hardware requirement. 

But the important issue of unstructured nets for speech or image systems is that they have no 

built-in invariance with respect to translations or local distortions of the inputs. 

Neural net character images, spoken word spectra and 2D or 1D signal should be approximately 

size normalized and centered before sending fixed size input layer. Unfortunately, no such 

preprocessing can be accurate handwriting is often normalized at the word level which can be a 

reason for size slant and position variations for individual characters. Words can be spoken at 

varying speed pitch and intonation. This will be the reason for variations in the position of 

distinctive features in input objects. 

Next issue of fully connected architecture is mitting the topology of the input. Outcome of the 

training will not be affected by changing the order of input variables. Despite of, images or 

spectral representations of speech have a strong 2D local structure and time series have strong 2D 

structure variables or pixels that are spatially or temporally nearby are highly correlated. Local 

correlations are the causes for the famous advantages of extracting and combining local features 

before recognizing spatial or temporal objects. CNN force the extraction of local features by 

restraining the receptive fields of hidden units to be local. 

 

3.3 Approach 

This research focuses on supervised aspect extraction using deep learning. The research proposes 

a CNN model employing two types of pre-trained embeddings: general-purpose embeddings and 

domain-specific embeddings [18] with a Word Embedding based Correlation (WEC) model [19] 

for aspect extraction. 

Aspect extraction is done using a double embeddings mechanism. All the information about each 

word is encoded in the embedding layer which is the very first layer. Later layers (e.g., LSTM, 

CNN or attention) can decode useful information based on the quality of the embeddings. Either a 

pre-trained general-purpose embedding, e.g., GloVe [36], or a general review embedding [31] 

was used in existing deep learning models for aspect extraction.  

Since aspect extraction is a complex task it requires fine-grained domain embeddings for better 

results. For example, in the review sentence "Its speed is awesome" to detect the aspect “speed”, 

embeddings of both “Its” and “screen” is required. However, the embedding of “Its” and “speed” 

can be totally different in some criteria. Since “Its” is a general word, the general embedding 

which was trained from a large corpus will have a better representation for the word “Its”. But, 

“speed” is a very fine-grained meaning (e.g., number of instructions per second) in the laptop 
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domain, whereas in general embeddings or general review embeddings “speed" can be referred to 

number of kilometers per hour.  

So, even though the in-domain embedding corpus is not large enough, using in-domain 

embeddings is important. The network will decide which embeddings have more useful 

information based on the general embeddings and domain embeddings. 

A Word Embedding based Correlation (WEC) model is proposed for extracting implicit features. 

WEC integrates the advantages of both the word embeddings and the translation model. WEC can 

calculate the co-occurrence probability for a given random pair of words in review sentence and 

feature set pairs, while it takes advantage of the smoothness and continuity of continuous space 

word representation to deal with new pairs of words that are rare in the training parallel text. 

Since a fundamental task is to properly extract potential candidate features from the reviews to 

make better use of information available in customer reviews. In extracting implicit feature, the 

lexical chasm or lexical gap between the review sentence and candidate features is one of the 

challenges [24]. Lexical gap describes the distance between dissimilar but potentially related 

words in review and feature. In implicit reviews the exact feature word is not mentioned in the 

review, but they are associated by hyponyms, synonyms or other semantic associations [22, 24]. 

Employing translation model is a possible approach for the lexical gap problem, which will learn 

the semantically related words from the review and feature pairs [23, 24, 28, 29]. By representing 

words in a discrete space, relationship between words (or phrases) can be established through 

word-to-word (or phrase-to-phrase) translation probabilities with the basic assumption of review 

sentences and feature pairs are "parallel text".  

Discrete space representation has two major disadvantages in spite of its wide use in many natural 

language processing tasks, 

1) The curse of dimensionality: need to learn at most NxN word-to-word translation probabilities 

for a natural language with a vocabulary V of size N [24].  

2) The generalization structure is not obvious: if the feature word is rare in the training parallel 

text, it is difficult to estimate the probability of exact word [28]. 

Semantic-based model is an alternative method is to use. The lexical gap problem was resolved by 

using the vector representation of words by using similarity of word vector to represent the word-

to-word relation which is using the word embeddings. This method calculates the matching 

probability of the review and feature based on semantic similarities between words. Because local 

smoothness properties of continuous space word representations, generalization can be obtained 

more easily [29]. In some aspects semantic similarities can be weak between review and feature, 

because sometimes reviews and features are heterogeneous [33]. 

In this research we propose a Word Embedding Correlation (WEC) model which is inspired by 

the pros and cons of the translation model and semantic model. WEC integrates the advantages of 

both the translation model [33, 34] and word embedding [35, 36, 37]. The word-to-word relation 

is captured using a word level correlations function C(qi, aj). This function calculates words co-
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occurrence probability in parallel text which is similar to traditional translation probability (words 

from review and feature pairs). 

The co-occurrence relationship of words is captured into a low dimension dense translation matrix 

M by mapping input words ri and aj into vectors. This avoids the problem of maintaining a big 

and sparse translation probability matrix when using word’s discrete representation. Because of 

the local smoothness properties of continuous space word representations, C(ri, aj) can also 

estimate their correlations strength if co-occurrences of exact words are rare in the training 

parallel text [37]. A sentence-level correlations functions is proposed based on the word-level 

correlations function, C(r, a) to calculate the relevance between review words and feature. In 

sentence-level correlation function also the translation matrix M is learnt directly from parallel 

corpus.  

A Convolutional Neural Network (CNN) [24] model is used for sequence labeling. CNN is also 

successful in NLP related tasks [22, 26] although most of the existing models have used LSTM 

[30] to model sequences [29, 32]. LSTM cells are sequentially dependent which is one of the 

major drawbacks of LSTM.  

The training/testing process becomes slower since the back propagation and forward pass must 

serially go through the whole sequence. Since max-pooling and convolution operations are 

usually used for sequential inputs summarization it is a challenging task to apply CNN on 

sequence labeling. Also, the outputs are not well-aligned with the inputs in CNN. To estimate the 

matching probability, both lexical and syntactical information stored in review words and features 

are integrated by combining our model with convolution neural network (CNN) [24, 34]. 

 

3.4 Model 

Implicit features are extracted based on the methods that are used for extracting explicit features. 

Both explicit features and implicit features are extracted with the help of general embeddings, 

domain embeddings and CNN approach. 

 

3.4.1 Explicit feature extraction 

The proposed model has 2 embedding layers at first, 4 CNN layers next and a fully connected 

layer which is shared across all positions of words. Also, a SoftMax layer over the labeling space 

Y = {B, I, O} for each position of inputs. Since aspect can be a phrase in the review, here B 

indicates the beginning word and I indicates non-beginning word of an aspect phrase and O 

indicates non-aspect words available in the review. Assumed that the input is a sequence of word 

indexes, can be represented as x = (x1, . . ., xn). Here two separate embedding layers called (or 

embedding matrices) Wg which is general embedding and Wd which is domain embedding are 

used and the word sequences get there two corresponding continuous representations xg and xd 

via Wg and Wd. The proposed model for extracting explicit features is shown in Figure 7. 
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Figure 7: The proposed model for extracting explicit features 

 

The first embedding matrix is pretrained from a very large general-purpose corpus which is the 

general embeddings (Wg). The second embedding matrix is pretrained from a small in-domain 

corpus which is domain embeddings (Wd). The scope of the domain embedding is exactly the 

domain to which the testing/training data belongs to. For example, the electronics domain will be 

considered as out of domain embeddings if the testing or the training data is in the laptop domain 

(e.g., the word “adapter” electronics domain may refer to different types of adapters where laptop 

domain will exactly refer to a laptop adapter).  

This means only laptop reviews will be considered as in domain. If these two embedding layers 

trainable, because of the small training examples this may lead to many unseen words in test data. 

So, it is not allowed to train these two embedding layers. The features for seen words' embeddings 

can be adjusted if embeddings are tunable. For example, new features which are related to the 

labels of the training examples can be infused while ignoring useless features. And the CNN 

filters will be get adjusted to the new features accordingly. But there is the possibility for old 

features available in test data that may be mistakenly extracted by CNN from the embeddings of 

unseen words. 
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Then two embeddings x(1) = xg ⨁ xd are concatenated and the result is fed into a stack of 4 CNN 

layers. Many 1D-convolution filters are available in a CNN layer and each filter (r-th) has a fixed 

kernel size k = 2c+1. The following convolution operation and ReLU activation are performed: 

 (3.1) 

where l is the l th CNN layer. Each filter is applied to all positions i = 1: n. So, the representation 

for the i th word along with 2c nearby words in its context is computed by each filter. The kernel 

size k is forced to be an odd number and the stride step is set to be 1. Furthermore, pad the right c 

and left c positions with all zeros. In this way, for sequence labeling purposes the original input x 

is well aligned with the output of each layer. Two different filter sizes are employed for the first (l 

= 1) CNN layer. And only use one filter size is used for the rest 3 CNN (l ∈ {2, 3, 4}) layers. 

Finally, a fully connected layer is applied with weights shared across all positions and the label 

distribution for each word is computed using a softmax layer. The fully connected layer's output 

size is |Y| = 3. After the embedding layer and each ReLU activation dropout is applied. Since a 

good representation is needed for every position in a sequence labeling model, max-pooling layer 

is not applied after convolution layers because the representations of different positions will be 

mixed by max-pooling operation. 

 

3.4.2 Implicit feature extraction 

Given a review r = r1...rn, where ri is the i-th term in the review, and a candidate feature set “A = 

{a1, a2, ..., an}”, where aj = aj
1...a

j
m and aj

k is the “k-th” word in “j-th” candidate feature, the goal is 

to extract the relevant feature from the feature set. 

To identify the implicit feature the matching probability between review sentence and each 

feature is calculated and then the candidate features are ranked based on their identical 

probabilities. Matching probabilities are calculated using these three steps:  

1. Review words and features are signified as vectors using continuous space. 

2. A word level correlation function is used to calculate the score of word-to-word correlation. 

3. A phrase-level correlation function is used to obtain the review and feature matching 

probability. 

Furthermore, to achieve a better matching precision, convolution neural network (CNN) is used 

along with WEC model. 
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Word Embedding 

Bengio et al.’s [21] neural language model is used to study the word embeddings in an n 

dimensional vector space and predict how likely the vectors given its context for a word to 

represent words correctly in a continuous space. A widely used method for computing such 

embeddings is Skip gram model [35]. Skip gram networks can be optimized through ascent of 

gradient and the word embedding matrix “L ∈ R(n×|V|)” is modified using derivatives, here the 

vocabulary size is denoted by |V|. Word vectors which are available in the embedding matrix are 

used to identify the semantic information and distributional syntactic via Bengio et al. [19] and 

Mikolov et al.’s [35] word co-occurrence statistics. Each word’s vector (vw - one column in L) 

can be used to represent that particular word in subsequent tasks once the matrix is learned on an 

unlabeled corpus. 

 

Word Embedding based Correlation (WEC) Model 

Word Level Correlation Function: A correlation scoring function is created using the word 

embeddings as input and at the same time this function can model the co-occurrence of words. A 

translation matrix (M) is used for transformation of feature words into words of the review to 

achieve this goal. The WEC scoring function is defined as: Given a pair of words (ri, aj),  

  (3.2) 

Here ri and aj ’s d-dimensional word embedding vectors is represented by vri and vaj; Euclidean 

norm is denoted by || · ||; matrix for correlations is “M ∈ Rd×d”. Here “M” is translation matrix, 

this translation matrix does the mapping for feature word into a possible correlated word in the 

review. The similarity of semantic between the mapped and origin words in the review are 

captured using the cosine function. When identity matrix is set with M, a special case of WEC 

scoring function is the previous cosine similarity. In this model C(aj, ri) is not necessarily equal to 

C(ri, aj), as the probability of aj presents in review and ri presents in feature might not have equal 

probability of ri presents in review and aj presents in feature. 

 

Phrase-level Correlation Function 

Using the word level correlation function, a phrase level correlation function is created to identify 

the review and feature pair correlation score by integrating word-to-word correlation scores. The 

correlation score for a review and feature pair (r, a) is defined as: 

  (3.3) 
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Here the length of feature a is denoted by |a|. Score of the correlations between the review's ith and 

feature's jth word is represented by C(ri, aj). For each word in the feature phrase one most related 

word from the review is mapped using the max operator. By averaging the selected word-level 

scores the phrase level correlation score is calculated. The max-average function is used to 

maximize the correlation score rather than just averaging the word level correlation score, this 

performs well and efficiently. 

 

WEC combined with Convolution Neural Networks (CNN) 

WEC is a bag of word-based method and it puts the syntactical information aside, which means it 

does not consider the word sequence information. If we consider a case where two phrases have 

the same bag of words model while they have the completely opposite real meaning [19]. To 

overcome this problem, can use the convolution neural network (CNN) model (Mou et al.; He, 

Gimpel, and Lin). According to Kalchbrenner et al., in CNN model dynamic pooling and 

convolutional layer can relate input sentence’s far apart phrases. The S+CNN model which is 

proposed by (Shen et al.), it estimates the matching probability by integrating both lexical and 

syntactical information for review-feature matching. They have used the following function to 

transform the input review-feature pair into a similarity matrix S. 

 (3.4) 

Here |r| is the lengths of review and |a| is the lengths of feature, S is a fixed size matrix of nf × mf, 

and nf is the number of rows and mf are the number of columns. Thus, the maximum length for 

reviews should be less than nf and features should be less than mf. Then the CNN is used to 

identify the feature where the input for CNN is similarity matrix (LeCun et al.). Then CNN gives 

the matching score of the review-feature pair as the output. Figure 8 shows the architecture of the 

WEC + CNN. 

 

 

Figure 8: Architecture of WEC + CNN 
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The CNN model contains double convolution layers, "C1" and "C2", then a max pooling layer 

"P1" and "P2" is added after each convolution layer, and finally a fully connected layer "F". Input 

matrix "S" is a fixed size matrix of "nf × mf". 

The input matrix for CNN is created using the word level correlation scores produced by WEC. 

The correlations matrix C is generated using the following formula: 

(3.5) 

Here, "c" is a fixed size matrix of "nf × mf" which is used as the input for CNN. Through these 

steps a combination model called WEC + CNN is obtained. Two supervised pretraining and a fine 

tuning step is used in the training process. The WEC function's output margin is maximized to 

pretrain M in the first pretraining step. Then CNN's output margin is maximized while keeping M 

as fixed to train CNN model in the second pretraining step. Finally, CNN's output margin is 

maximized in order to fine tune WEC and CNN's parameters in the fine-tuning step. CNN gives 

the matching score of the review feature pair as the output and the review’s corresponding feature 

will be identified from the feature set. 

 

3.5 Summary 

This chapter discussed the methodology used for extracting implicit features. Discussed how 

general-purpose embeddings, domain-specific embeddings and CNN helped to extract the explicit 

features and then it is associated with a Word Embedding based Correlation (WEC) model to 

extract the implicit features. 
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EXPERIMENTS 
 

4.1 Overview 

Experiments are done on different datasets to show that our proposed method outperforms the 

baseline methods. Different datasets are collected from SemEval, Liu et al. [15] and Karmaker et 

al. [6] for the experiment. The baseline methods are also discussed in detail. 

 

4.2 Performance Measures 

The performance of the proposed approach is measured using the three standard measures 

available in the literature: Recall, Precision and the F1 measure. For each review sentence we 

have recorded the implicit features identified by our approach along with the review sentence and 

the result is compared with the gold implicit features. Then we compute the true positive, true 

negative, false positive and false negative counts by comparing each sentence’s identified 

features. After Precision, Recall and F1 measure are calculated using the true positive, true 

negative, false positive and false negative counts for each dataset. 

 

4.3 Datasets 

 

Experiments for explicit feature extraction is conducted on two benchmark datasets from 

SemEval challenges [14]. The data set is shown in Table 11. The first dataset is from the laptop 

domain on subtask 1 of SemEval-2014 Task 4. The second dataset is from the restaurant domain 

on subtask 1 (slot 2) of SemEval-2016 Task 5. These two datasets consist of review sentences 

with aspect terms labeled as spans of characters. Used NLTK to tokenize each sentence into a 

sequence of words. For the general-purpose embeddings, used the glove.840B.300d embeddings 

[26], which are pre-trained from a corpus of 840 billion tokens that cover almost all web pages. 

These embeddings have 300 dimensions. For domain-specific embeddings, collected a laptop 

review corpus and a restaurant review corpus and used fastText [30] to train domain embeddings. 

The laptop review corpus contains all laptop reviews from the Amazon Review Dataset [36]. The 

restaurant review corpus is from the Yelp Review Dataset Challenge 4. We only use reviews from 

restaurant categories that the second dataset is selected from. We set the embedding dimensions to 

100 and the number of iterations to 30 (for a small embedding corpus, embeddings tend to be 

under-fitted), and keep the rest hyper-parameters as the defaults in fastText. We further use 

fastText to compose out-of-vocabulary word embeddings via subword N-gram embeddings. 

For implicit feature extraction evaluation, Karmaker et al. [6] created eight new data sets, which 

includes datasets annoted by humans as well as datasets annotated automatically by using 

computational methods. The review data made available by Hu et al. was used to create the 

implicit feature extraction evaluation dataset. Five different electronic products' reviews are 

included in these five different datasets. Totally these datasets contain 314 reviews which have 

4259 review sentences. For each sentence, the features that are mentioned in that sentence was 

tagged in the dataset. Since implicit feature mentions were required for evaluation, as the dataset 
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produced by Hu et al. [15] contains only the explicit feature mentions, the implicit feature 

mentions were tagged by Karmaker et al. [6] and Hu et al. [15] tagged the explicit feature 

mentions and Karmaker et al. tagged the implicit feature mentions in the same dataset and these 

details are shown in Table 12 and 13. 

Table 11: SemEval 14 and 16 datasets 

 

Dataset Number of sentences Number of aspect terms 

SemEval-14 Laptop 800 654 

SemEval-16 Restaurant 676 622 

Table 12: Human annotated dataset from Liu et al. [15] 

 

Dataset Total no. of reviews Total no. of sentences 

DVD player 99 839 

Cellular phone1 41 587 

Digital camera1 45 642 

Digital camera2 34 380 

Mp3 player1 95 1811 

Total 314 4259 

 

Table 13: Automatically annotated dataset from Karmaker et al. [6] 

 

Dataset Total no. of reviews Total no. of sentences 

Mp3 player2 1495 10347 

Cellular phone2 966 9856 

Router 2238 17853 

Total 4699 38056 

 

4.4 Hyper-parameter  

We hold out 150 training examples as validation data to decide the hyper-parameters. The first 

CNN layer has 128 filters with kernel sizes k = 3 (where c = 1 is the number of words on the left 

(or right) context) and 128 filters with kernel sizes k = 5 (c = 2). The rest 3 CNN layers have 256 

filters with kernel sizes k = 5 (c = 2) per layer. The dropout rate is 0.55 and the learning rate of 

Adam optimizer (Kingma and Ba) is 0.0001 because CNN training tends to be unstable. 

 

 

 



45 
 

4.5 Baseline Methods 

We perform a comparison of DE-CNN with three groups of baselines using the standard 

evaluation of the datasets. The results of the first two groups are copied from Li and Lam [16].  

The first group uses single-task approaches. 

• CRF is conditional random fields with basic features and GloVe word embedding [26]. 

• IHS RD [21] and NLANGP [22] are best systems in the original challenges. 

• WDEmb [23] enhanced CRF with word embeddings, linear context embeddings and 

dependency path embeddings as input. 

• LSTM [24] is a vanilla BiLSTM. 

• BiLSTM-CNN-CRF [25] is the state-of-the-art from the Named Entity Recognition (NER) 

community. We use this baseline to demonstrate that a NER model may need further 

adaptation for aspect extraction. 

The second group uses multi-task learning and also take advantage of gold-standard opinion 

terms/sentiment lexicon. 

• RNCRF [27] is a joint model with a dependency tree based recursive neural network and 

CRF for aspect and opinion terms co-extraction. Besides opinion annotations, it also uses 

handcrafted features. 

• CMLA [28] is a multi-layer coupled-attention network that also performs aspect and 

opinion terms co-extraction. It uses gold standard opinion labels in the training data. 

• MIN [23] is a multi-task learning framework that has two LSTMs for jointly extraction of 

aspects and opinions, and a third LSTM for discriminating sentimental and non-

sentimental sentences. A sentiment lexicon and high precision dependency rules are 

employed to find opinion terms. 

The third group is the variations of DE-CNN. 

• GloVe-CNN only uses glove.840B.300d to show that domain embeddings are important. 

• Domain-CNN does not use the general embeddings to show that domain embeddings 

alone are not good enough as the domain corpus is limited for training good general words 

embeddings. 

• MaxPool-DE-CNN adds max-pooling in the last CNN layer. We use this baseline to show 

that the max-pooling operation used in the traditional CNN architecture is harmful to 

sequence labeling. 

• DE-OOD-CNN replaces the domain embeddings with out-of-domain embeddings to show 

that a large out-of-domain corpus is not a good replacement for a small in-domain corpus 

for domain embeddings. We use all electronics reviews as the out-of-domain corpus for 

the laptop and all the Yelp reviews for restaurant. 

• DE-Google-CNN replaces the glove embeddings with GoogleNews embeddings, which 

are pre-trained from a smaller corpus (100 billion tokens). We use this baseline to 

demonstrate that general embeddings that are pre-trained from a larger corpus performs 

better. 
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• DE-CNN-CRF replaces the SoftMax activation with a CRF layer. We use this baseline to 

demonstrate that CRF may not further improve the challenging performance of aspect 

extraction. 

This research shows how our proposed method is efficiently exploiting the unlabeled data in 

evaluating the implicit feature extraction also shows how efficient our method is when comparing 

with the state-of-the-art methods. To show the efficiency of our method when comparing with the 

state-of-the-art methods, we have used Naive Bayes classifier which is a supervised learning 

method that performs well in text classification tasks. And a correlation count method that was 

proposed by Zhang et al. which is the current state of the art that identifies the implicit features by 

counting the correlation between opinion words and feature words. 

4.5.1 Naive Bayes Classifier Based Ranking 

In this approach, to identify the implicit feature, the sentences which are mentioning the features 

explicitly are taken as the training samples. Then a classifier is created using the words that are 

available in the training set so that the sentences that do not mention the features explicitly can get 

hint from the training data to identify the implicit feature. The words in the review sentence S is 

taken as the input for the ranking function. Then the ranking function produces a score based on 

how much likely that f’ is appeared implicitly in the review sentence for each of the candidate 

implicit feature f’. The following formula is used to calculate the score for the implicit feature 

identification: 

  (4.1) 

Here, S = {w1, w2, …., wn}. A threshold value θ is used to select the implicit feature. If 

score(f’|S) > θ for a candidate feature f’ then f’ will be assigned to sentence S. 

 

4.5.2 Correlation Based Ranking 

The following equation shows the ranking function which is used to calculate the correlation 

measurements between candidate feature (f’) and context words (wi): 

  (4.2) 

Here, number of times word wi is mentioned in the entire dataset is given by count(wi) and the 

number of times both f’ and wi appear together in a sentence is given by M(f’, wi). And a 

threshold θ is used to identify the implicit feature. If score(f’|S) > θ for a candidate feature f’ then 

f’ will be assigned to sentence S.  
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4.5.3 Generative Feature Language Model 

The Generative Feature Language Model (GFLM) was created using generative mixture model 

with feature language models as components and the review data was created using this model. 

This includes the following processes. 

1. Generating each sentence by independently generating each of the words in the sentence. 

2. Decide on whether to generate the word in a sentence using the background model (γB) or a 

feature language model. 

3. The word will be sampled from the distribution p(w|γB) if the word is chosen from the 

background language model. Otherwise, need to decide on which of the k feature language 

models to use, with the help of another set of parameters {πS,i}. πS,i gives the probability of 

choosing feature language model γi to generate the word. With probability πS,i, can sample the 

word using p(w|γi). 

4. All the words in a sentence will be generated by repeating this process. Set of sentence specific 

topic choice parameters πS,i will be used to generate each sentence. 

 

4.6 Summary 

This chapter explained the experimental setup and different types of dataset used for the feature 

extraction. Baseline methods are chose based on the current state of the art method which is the 

Generative Feature Language Model. Our proposed method is evaluated with the baseline 

methods Naive Bayes Classifier Based Ranking, Correlation Based Ranking and Generative 

Feature Language Model. 
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RESULTS AND DISCUSSION 
 

5.1 Overview 

To complete this study properly, it is necessary to analyze the results obtained in order to check 

the objective of this research has accomplished. The present study was an attempt to extract the 

implicit features from the customer reviews. This section presents the results that are evaluated on 

the SemEval datasets and Karmaker et al.’s [6] datasets. 

 

5.2 Explicit feature extraction results 

The double embedding mechanism improves the performance and in-domain embeddings are 

important. We can see that using general embeddings (GloVe-CNN) or domain embeddings 

(Domain-CNN) alone gives inferior performance. We further notice that the performance on 

Laptops and Restaurant domains are quite different. Laptops has many domain-specific aspects, 

such as “adapter”. So, the domain embeddings for Laptops are better than the general 

embeddings. The Restaurant domain has many very general aspects like “staff”, “service” that do 

not deviate much from their general meanings. So general embeddings are not bad. Max pooling 

is a bad operation as indicated by MaxPool-DE-CNN since the max pooling operation loses word 

positions. 

DE-OOD-CNN’s performance is poor, indicating that making the training corpus of domain 

embeddings to be exactly in-domain is important. DE-Google-CNN uses a much smaller training 

corpus for general embeddings, leading to poorer performance than that of DE-CNN. 

Surprisingly, we notice that the CRF layer (DE-CNN-CRF) does not help. In fact, the CRF layer 

can improve 1-2% when the laptop’s performance is about 75%. But it doesn’t contribute much 

when laptop’s performance is above 80%. CRF is good at modeling label dependences (e.g., label 

I must be after B), but many aspects are just single words and the major types of errors 

(mentioned later) do not fall in what CRF can solve. Note that we did not tune the 

hyperparameters of DE-CNN-CRF for practical purpose because training the CRF layer is 

extremely slow. 

One important baseline is BiLSTM-CNN-CRF, which is markedly worse than our method. We 

believe the reason is that this baseline leverages dependency-based embeddings [32], which could 

be very important for NER. NER models may require further adaptations (e.g., domain 

embeddings) for opinion texts. 
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Table 14: Explicit features F1 score comparison results 

 

Model Laptop Restaurant 

CRF 74.01 69.56 

IHS RD 74.55 - 

NLANGP - 72.34 

WDEmb 75.16 - 

LSTM 75.25 71.26 

BiLSTM-CNN-CRF 77.8 72.5 

RNCRF 78.42 - 

CMLA 77.80 - 

MIN 77.58 73.44 

GloVe-CNN 77.67 72.08 

Domain-CNN 78.12 71.75 

MaxPool-DE-CNN 77.45 71.12 

DE-LSTM 78.73 72.94 

DE-Google-CNN 78.8 72.1 

DE-OOD-CNN 80.21 74.2 

DE-CNN-CRF 80.8 74.1 

DE-CNN 81.59 74.37 

 

 

5.3 Implicit Feature extraction results 

Here, we denote the Naive Bayes classifier baseline method with the abbreviation "NB" and the 

Correlation-based baseline method with "CR" and "GFLM" for generative feature language model 

baseline method. And “DWEC” for our proposed approach Dual Word Embedding Correlation. 

Comparison with baselines 

We have compared our proposed approach DWEC with the baseline algorithms and the summary 

of the results on different datasets is presented in Table 16. The precision, recall and their 

corresponding F1 score for each evaluation dataset is shown in the table 16. These results are 

obtained for a threshold value θ. Our method outperforms the state-of-the-art methods robustly. 

For example, for Cellular Phone 2 dataset, GFLM achieved maximum F1 score of 0.5125, 

Precision of 0:6543 and Recall of 0:4212, while DWEC obtained F1 score of 0.8683, Precision of 

0:8810 and Recall of 0:8560. This is the best result obtained for DWEC among all datasets. Our 

proposed method DWEC performs well than the baseline methods in terms of Precision, Recall 

and F1 score by a large margin. Practically, even though the recall value is higher it has little 

practical value if the corresponding precision is very low. In DWEC it preserves precision even 

though the recall is higher for some dataset. But in baseline methods it varies for some datasets. 
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Table 15: Implicit features F1 score, Precision and Recall comparison results 

 

Dataset 
F1 Score Precision Recall 

NB CR GFLM DWEC NB CR GFLM DWEC NB CR GFLM DWEC 

Cellular 

phone1 
0.2446 0.3092 0.4840 0.8521 0.1818 0.2206 0.5487 0.8601 0.3736 0.5164 0.4329 0.8442 

Cellular 

phone2 
0.3147 0.3420 0.5125 0.8683 0.2157 0.2268 0.6543 0.8810 0.581  0.6950 0.4212 0.8560 

DVD 

player 
0.2947 0.2671 0.5570 0.8518 0.2406 0.2390 0.6397 0.8293 0.3800 0.3025 0.4933 0.8754 

Mp3 

player1 
0.3312 0.3380 0.3831 0.8417 0.3253 0.3870 0.5705 0.8515 0.3375 0.3 0.2886 0.8321 

Mp3 

player2 
0.2177 0.2555 0.4439 0.8360 0.1483 0.1619 0.5940 0.8405 0.4090 0.6060 0.3545 0.8315 

Digital 

camera1 
0.4051 0.4134 0.597 0.8566 0.3775 0.4156 0.6791 0.8522 0.4371 0.4112 0.5325 0.8610 

Digital 

camera2 
0.4604 0.4634 0.6666 0.8537 0.4477 0.6495 0.6574 0.8715 0.4739 0.3601 0.6761 0.8367 

Router 0.4805 0.5291 0.6686 0.8132 0.4213 0.8009 0.7487 0.8014 0.5593 0.3951 0.6040 0.8254 

 

5.4 Analysis 

The reason for our method to outperform all the baseline methods is due to its ability to learn 

from unlabeled sentences using the domain and general embeddings which are represented in a 

vector space. Also, it removes the noisy words from the corpus in an efficient way when 

comparing to the simple heuristic approaches. The detailed analysis of our approach and the 

behaviors of these algorithms will give a better understanding of our approach.   

Our proposed method outperforms the baseline methods in terms of Precision, Recall and F1 

score. We could be able to achieve more than 80% of accuracy in extracting the implicit features 

for all types of dataset which is a major success for our research. Among these dataset “Cellular 

Phone 2” dataset obtained higher F1 score of 0.8683 with precision of 0.8601 and recall of 

0.8442. Since large amount of Cellular Phone specific data was collected, it helped to achieve 

good results. At the same time “Router” dataset got the lowest F1 score of 0.8132 with precision 

of 0.8014 and recall of 0.8254. The “Router” dataset’s score has been reduced because of its 

limitation of domain specific data. However, it outperformed the existing methods. Unlike the 

baseline methods our method preserves precision and recall while achieving good F1 score. 

Application of CNN on top of the correlation matrix helped to improve the results. Our research 

shows that supervised learning approach provides better results compared to unsupervised and 

semi-supervised learning. 

For example, if we take a sentence form the "Cell Phone 2" dataset "At my heaviest usage, I must 

recharge after 3 days", here the implicit feature mentioned is "battery". Since this review sentence 

is not directly talking about the feature "battery", so it is nontrivial to predict the feature "battery". 

While the baseline approaches are not able to identify implicit features accurately, our proposed 

approach DWEC infers the feature "battery" correctly with a high correlation. If we look deeper 
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into the explanation why our method is predicting with high accuracy, as the first step the noise 

words will be filtered out except the words "heaviest", "usage", "recharge", "days". For words 

"usage" and "recharge", the probabilities of being appear in the cell phone domain is very high. 

Also, these words "usage" and "recharge" are highly correlated to the feature "battery" than any 

other features which are available in the feature set. Thus, DWEC inferred the feature "battery" as 

the implicit feature for the given review sentence. The baseline methods NB, CR and GFLM 

approaches inferred features "phone", "sound" and "size" respectively. If consider the predictions 

of the baseline methods, the features "phone", "sound" and "size" are features are related to the 

overall product at a high level. Here, it is important to note that all the baseline methods fail to 

predict the actual implicit feature. So, it is important to remove noisy words efficiently and need 

to consider the domain words more importantly in predicting correctly otherwise it will lead to 

wrong predictions. If we note that the features "phone” "sound" and "size" are more frequent 

words compared to the feature "battery". Thus, when the baseline methods are considering the 

probabilities, the prior probabilities for the features, "phone", "sound" and "size" would have 

predict these features for the baseline approaches. The baseline methods GFLM, NB and CR are 

highly depending on the thresholding parameter, a slight change in the parameter results in a big 

change in the output. 

 

5.4.1 Feature Level Analysis 

If we look at the feature level analysis, the signal word played important role in predicting 

implicit features from the review sentences. For example, the words "loud", "earpiece" and 

"quiet" are the top signal words in predicting the implicit feature sound from the reviews in the 

cell phone domain, which are closely correlated to the feature sound in the vector space. When 

human is predicting the feature, they will also predict the implicit feature based on the similar 

context words. If we take another example, "HD", "video" and "Netflix" are the mostly correlated 

words in the vector space for predicting the feature "streaming" in the router domain. Table 15 

shows some samples of mostly correlated word with the feature words. 

This shows that the domain embedding is more important than general embeddings in predicting 

implicit features because same words can have different meanings in different domains. This 

analysis shows that our approach is predicting features close to human prediction. Our approach 

does not require any heuristic measures or any manual parameter tuning to extract the implicit 

features. 
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Table 16: Feature words and their top correlated words 

 

 

 

5.5 Summary 

Explicit feature extraction and implicit feature extraction results are discussed separately. The 

results show that our proposed method outperformed the baseline methods. The results are 

increased as our proposed approach is able to learn from unlabeled sentences using the domain 

and general embeddings which are represented in a vector space. Detailed analysis is done to 

show how our approach improved the quality of implicit feature extraction. 

 

 



53 
 

CONCLUSION AND FUTURE WORK 
 

6.1 Conclusion 

Implicit features extraction from a review sentence is a key task in analyzing and summarizing 

customer reviews. Most of the researches focused on extracting explicit features from the online 

customer reviews, while only few researches have focused on extracting implicit features. So this 

research will help to make the customer review analyzing easy. In this research developed a 

supervised aspect extraction method using deep learning. A novel and yet simple CNN model 

employed two types of pre-trained embeddings for aspect extraction: general-purpose embeddings 

and domain-specific embeddings (DE-CNN) associated with a Word Embedding based 

Correlation (WEC) model. Even though, large scale of general-purpose embeddings are available 

I have mainly used domain specific embeddings combined with general-purpose embeddings to 

get the fine grained meaning of each words. Meaning for a word will change in different domains 

so when extracting the implicit features domain specific knowledge is required. That is the reason 

behind using domain specific embeddings which gave better results. Word Embedding based 

Correlation (WEC) model helped to calculate the co-occurrence probability for a given random 

pair of words in review sentence and feature set pairs, while it takes advantage of the smoothness 

and continuity of continuous space word representation to deal with new pairs of words that are 

rare in the training parallel text. Convolution neural network is used to perform sequence labeling 

and estimate the matching probability to identify the implicit feature(s) of the particular review 

sentence. Experiment on different datasets and the comparison with the baseline methods shows 

that the proposed approach has outperformed the baseline methods. 

 

6.2 Future Work 

The implicit feature identification is heavily depending on the in-domain data, where only a 

limited amount of in-domain data available. If we gather more in-domain data in the training 

process, then we can increase the precision and accuracy of the method. Also, a predefined feature 

set should be provided when predicting the implicit features from the review sentence. Because of 

this if the review is mentioning a different feature which is not included in the feature set then that 

feature will not be identified. So, need to find a way to predict the implicit feature with the help of 

in-domain data without providing a feature set. 
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APPENDIX A 

Table 17: True Positive, False Positive, False Negative and True Negative counts of the 

evaluation dataset 

 

Dataset True Positive False Positive False Negative True Negative 

Cellular phone1 6253 1017 1154 1432 

Cellular phone2 422 57 71 37 

DVD player 520 107 74 138 

Mp3 player1 1095 191 221 304 

Mp3 player2 6124 1162 1241 1820 

Digital camera1 415 72 67 88 

Digital camera2 251 37 49 42 

Router 9523 2360 2014 3956 

 


