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Abstract 

Machine vision has been widely deployed in many applications in various sectors like industrial, 
medical, manufacturing, agricultural, surveillance etc. Such applications consist of numerous 

algorithms to fulfil the ultimate requirement of the end product. The role of automatic vision for 

classifying the quality of solder joints in the Electronics Manufacturing Services (EMS) industry 

has become significant because the increasing cost of labour, skill dependency, attitudes, time 
variance of human operators have narrowed down the quality of their service. Several major 

companies develop stand-alone Automatic Optical Inspection (AOI) systems with proprietary 

algorithms that contains multiple cameras operating inside a specific lighting environment for the 
inspection of Surface Mount Devices (SMD) and Through-Hole Technology (THT) components. 

However, the accuracy and maturity level for the automatic inspection of the quality of solder 

joints have yet to reach its ultimate goal due to the complex appearance of solder joint surface. 
Even though, many AOI systems are available, no vision system has been developed to integrate 

with a soldering robotic system to provide quality classification of solder joints in real time without 

prior teaching of individual joints and enclosed chambers with specific lighting to operate. 

In this research, a THT soldering system with an AOI and Computer Aided Design (CAD) tool 

has been developed to classify the quality of THT solder joints without prior teaching and specific 

lighting requirements. The design consists of three main stages: 

 AOI system for quality classification of THT solder joints (Major Research) 

 CAD tool for extracting physical parameters of each component (Minor Research) 

 THT Soldering system to perform automatic soldering (Minor Research) 

The AOI system mainly operates in three stages. The first stage involves with precise alignment 
of the Printed Circuit Board (PCB) to the origin of the THT soldering system using feature 

extraction and template matching techniques. This approach provide a reliable and robust PCB 

verification and alignment capability compared to Hough transform based alignment method 
proposed by Nang Seng Siri Mar. Furthermore, this methodology rendered a better outcome even 

in distinguishing between vias, pads and test-points in addition to conventional fiducial markings. 

The identification of the solder pad and the verification of the component availability is performed 

prior to soldering in the second stage. The automatic identification of solder pad regardless of its 
plated colour and surrounding solder mask colour made a significant improvement over the 

methodology proposed by T. Y. Ong, Z. Samad and M. M. Ratnam, based on prior teaching of 

individual pads using artificial neural networks. In addition to that, the implemented methodology 
provides online positioning accuracy calibration which is not available in any commercial 

soldering robotic systems. The component availability is assured by precisely segmenting the 

component lead top from the identified solder pad. The developed algorithms could render a better 
outcome even for component leads which possess a minimum colour dissimilarity with their 

surrounding drill-hole region. No commercial soldering robotic system is capable of verifying 

component availability prior to soldering. Further, the segmented lead is used to establish a 

relationship between prior and post soldering stages of the solder pad in order to provide a robust 
solder quality classification capability. The classification of the soldering quality for short circuit 

(solder bridging), voids inside the drill-hole, voids on solder pad and excess solder, is carried out 

after soldering during the third stage. The implemented algorithms could render an improved 
recognition rate even with applied flux, illuminated pad regions, uneven illumination distribution 

and shadows on the solder joint surface. Such a widely distributed quality inspection capability is 
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not covered in any of the reported studies. Neither commercial AOI systems nor soldering robotic 

systems perform real time inspection of soldering quality just after the soldering of THT 

components. Moreover, the precise localization of defective areas inside the solder joint, enables 
the robotic system to perform automatic reworking on defective solder joints adhering to IPC 

regulations with minimum user interaction. Such automatic reworking capability is not available 

with any commercial soldering robotic system in the market today. 

The CAD system extracts the geometrical information of components and their pads such as the 
component location, its orientation, size of the solder pad and drill hole, height of nearby 

components, the width of the connected PCB track to the solder pad from the respective CAD file 

and visualize the 2D view of the PCB to the user in a Graphical User Interface (GUI). This 
information enhances the intelligence and the situational awareness of both robotic system and 

AOI.  

The THT soldering system is a four-axis robotic platform that performs soldering on selected 

solder pads through the CAD system GUI. Its operation is mainly controlled by the vision system 

and the information acquired from the CAD system. The implemented THT soldering system 
together with integrated AOI and CAD tool provides a new concept in the EMS industry by 

replacing the manual inspection of THT solder joints with automatic inspection and providing 

automatic rework capability on defective solder joints within a single platform. 

The performance of the complete system was evaluated under different illumination levels, flux 
residues, different types of component leads, colour combinations of solder pads and solder mask 

colours, wide variety of solder pad neighbourhoods and a range of solder pad sizes. Each stage of 

the AOI was able to provide a significant improvement over the reported studies and commercial 

systems. The automatic identification of solder pad and the verification of component availability 
could provide nearly a 98% of recognition rate for both cases. However, the existence of highly 

illuminated pad regions and overheated solder joints surfaces degrades the performance of the 

classification of not soldered regions by 2% and excess solder detection by 5% respectively 
(subjected to a sample size of 200 solder joints). Even though, a slight performance reduction is 

there due to such extreme conditions, the proposed approach provides an automated solution for 

soldering and quality assurance within a single platform while solving several problems in the 

reported studies and commercial systems effectively. 

Keywords:  

Automatic Optical Inspection, Solder Quality Classification, Localization of Component Lead 

inside a THT Solder Joint for Solder Defects Classification, Fiducial Verification 
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1. Introduction 
 

Electronics, which is a part of physics and electrical engineering, has evolved for many 

years in the field of engineering. This is an area of study that demonstrates how the circuits 

made up of various components which control the flow of electricity, can be effectively 

used to solve real world problems. The deployment of such electronics circuits is abundant 

in control systems used for industrial automation [1], consumer electronics [2], medical 

equipments [3], surveillance equipments [4] etc. 

 

The application of electronic circuits plays a vital role in majority of the activities carried 

out in a wide range of industrial sectors. Therefore, the increasing requirement of wide 

variety of electronic products has escalated in a higher demand in their manufacturing 

process. Consequently, the role of Electronics Manufacturing Services (EMS) industry 

has become increasingly significant. Furthermore, this advancement in electronics 

industry and increasing competitiveness have reduced the time to market of a particular 

product. Hence, each activity related with manufacturing process has to be accelerated to 

cater this growing demand. However, the human deployment to accomplish this, is not a 

viable option due to its skill dependency, time variance, increasing cost of labour and less 

availability of man power. Consequently, EMS companies have deployed an extensive 

use of sophisticated control systems to perform tasks that are time critical and yield very 

precise operation like Surface Mount Device (SMD) assembling, quality inspection for 

soldering defects, testing for electrical defects, Through Hole Technology (THT) 

component soldering, Printed Circuit Board (PCB) panel separation etc. Some of these 

applications make use of computer vision while some do not.  

 

Automatic Optical Inspection (AOI) systems for quality inspection of assembled PCBs 

and soldering systems such as soldering robots [5], wave soldering machines [6] and 

selective soldering machines [7] for automatic soldering, are two of the major categories 

of automated platforms that are extensively used in EMS companies to ramp up their 

production while preserving the consistency of their quality of service by means of fast, 
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time invariant, skill independent and precise operation comparing to human deployment. 

However, they still require considerable amount of user interaction for a better outcome.  

 

In this research, a THT soldering system with integrated AOI and a Computer Aided 

Design (CAD) tool [8-9] was developed to provide soldering and quality assurance of 

THT solder joints in real time basis within a single platform. Sections 1.1 – 1.3 provide 

an overview of the existing automatic optical inspection systems, overview of the existing 

soldering robotic systems and how the implemented system in this research fills the 

existing knowledge gap by combining two different steps in an electronics manufacturing 

process, THT soldering and THT solder quality inspection, respectively. 

 

1.1 Overview of Automatic Optical Inspection Systems 

 

AOI is one of the prominent techniques used in electronics manufacturing industry to 

provide non-contact testing methodology for assembled PCBs. An AOI system provides 

fast and accurate inspection of assembled components and their respective solder joints in 

a PCB to ensure that the product leaving the production line is at high quality without any 

manufacturing faults. However, the growing complexity of modern circuits compared to 

the boards were in the recent past, urges more sophisticated methodologies to inspect their 

quality. 

 

The debut of surface mount technology and the ensuing reductions of the sizes of SMDs, 

emphasize that PCBs are getting significantly compact in size and density. Even relatively 

average size PCB accommodates thousands of solder joints. This results in increasing its 

vulnerability to the existence of soldering defects. Such a growing complexity of PCBs, 

further implies that manual inspection is not a viable option for the foreseeable future. 

Even when it was an accepted approach, it was realized that it is not particularly effective 

because of its skill dependency, time variance and the increasing cost. Since the 

marketplace is requiring large volume of products nowadays, high quality products have 

to be brought to market very quickly through a reliable and precise manufacturing process 

that ensures the product quality remains high. AOI systems provide significant benefits to 
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an EMS company by keeping the production costs as lower as possible through detecting 

the manufacturing faults early in the assembling process. 

 

Several leading manufacturers like Nordson, Mek, Juki, Siemens have developed AOI 

systems with various capabilities to inspect SMD components. Some AOI systems from 

Mek, Nordson are even capable of providing inspection capability over THT solder joints 

as well. However, each of these systems requires manual teaching of every solder joint, 

specific lighting environments within fully enclosed chambers, multiple camera views 

together with proprietary algorithms to provide better results. 

 

1.2 Overview of Soldering Robotic Systems 

 

In modern EMS industry, automated production process is preferred due to increasing cost 

of labour, less availability of man power, skill dependency and time variance of manual 

operation. Soldering robotic systems are one of the versatile machines, which have been 

developed to replace the requirement of a human operator to perform soldering of THT 

components. These systems are primarily used to perform soldering on components with 

lower temperature endurance that limits the soldering through wave soldering or selective 

soldering machines. The Soldering robotic systems are available either of following forms 

in present market. 

 

 Soldering arm is stationary and the PCB is positioned by precise X-Y positioning 

mechanism 

 PCB is stationary and the soldering arm is positioned by precise X-Y positioning 

mechanism 

 PCB is stationary and a robotic arm performs soldering (6 and 4 axis soldering 

robotic arms) 

 

Each of these systems from reputed vendors like Japan Unix, Weller, Metcal, 

Unitechnologies, Janome, Thermaltronics are equipped with precise solder wire feeding 

mechanisms, position calibration mechanisms, precise soldering mechanisms, stable tip 
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cleaning mechanisms and soldering iron heat controlling methodologies. Some soldering 

robotic systems like MSH150 MTA from Unitechnologies and TMT-R9800S from 

Thermaltronics have been equipped with a camera placed on the soldering head. However, 

it is only for visualization purpose for the user to inspect the soldering process.  

 

Metcal, one of the most prominent manufacturers of soldering and de-soldering 

equipments, won 2018 New Product Industrialization (NPI) award for robotic soldering, 

as a result of their patented connection validation (CV) technology. However, this system 

performs a closed loop between the soldering system and the solder joint via the inspection 

of solder formation through soldering tip rather than inspecting the entire solder joint 

optically. Some soldering robotic systems replaces the operation of solder iron with micro-

flame [10], laser [11], induction. Even though these systems include high tech electro-

mechanical operations, and cutting-edge technologies like laser applications, they are still 

lacking of verifying the quality of their operation and performing rework on defective 

solder joints in real time basis. 

 

1.3 Recent Works 

 

Even though the commercial AOI systems contain proprietary algorithms, limited number 

of research works have also been reported that describe the implementation of optical 

inspection systems for solder joint defects classification as briefed in this section. 

Nang Seng Siri Mar [12], presented an implementation of an automatic vision system for 

solder defect classification (both SMD and THT joints). His system uses Gabor filter, 

Discrete Wavelet Transform (DWT) and Discrete Cosine Transform (DCT) for the 

identification of soldering defects. This vision system: 

 

 relies on gray scale image processing;  

 follows edge detection based image alignment; and, 

 targeted for already soldered SMD and THT solder joints and hence not suitable 

for a soldering system with AOI. 



5 
 

T. Y. Ong, Z. Samad, M. M. Ratnam, presented an implementation of an automatic vision 

system for solder defect classification of SMD joints using multi angle images and 

artificial neural networks [13]. This vision system also: 

 

 relies on gray scale image processing; and, 

 requires prior training using manually captured solder joints. 

 

Kuk Won Ko, Hyung Suck Cho presented an implementation of an automatic vision 

system for solder defect classification of SMD solder joints using neural network and 

fuzzy rule-based classification method [14]. This technique includes the application of 

three neural network modules to classify solder joints by colour patterns obtained from a 

three-tiered circular colour illumination system. This vision system is not suitable for a 

soldering robot system, since the presence of three-tiered colour circular illumination 

system around camera makes it difficult to fix a soldering iron and a wire feeder. 

Furthermore, this system also requires extensive teaching of colour patterns of each solder 

joint. 

 

The vision system described in [12], has been developed to inspect the quality of both 

THT and SMD solder joints. The lead position of a THT component plays a major role in 

determining the shape of the solder joint. However, this vision system does not consider 

the effect of the actual lead position towards the solder joint shape. Furthermore, the 

existence of dark regions on lead tops, leads to a similarity between the lead top and not 

soldered areas inside drill-hole. These two deficiencies may result in a significant increase 

of false detection rate. Further, this system processes the entire area of the THT solder 

joint and intended for final quality analysis (after cleaning flux residues) whereas a 

soldering robot needs an AOI which can classify the quality of fresh solder joint that 

contains a significant amount of flux around the solder joint and burnt flux residues on the 

solder joint surface. The larger the area of processing, the more the false detection rate 

due to presence of flux residues. 
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The vision systems described in [13] and [14] have been primarily designed for SMD 

joints. Since, the entire joint is processed for quality classification, both of them are not 

suitable to use for a THT soldering robot AOI due to the presence of flux residues.  The 

application of gray scale images in the vision systems described in [12] and [13], leads to 

a significant loss of meaningful data. Hence the impact of the colour of solder pad (gold 

and tin plated) and PCB surface (green, blue, red, black) cannot be effectively used to 

reduce the false detection rate. Since each vision system described in [12], [13] and [14] 

process solder joints, they cannot provide a complete vision capability starting from the 

verification of actual pad to be soldered up to the verification of component availability 

prior to soldering. Furthermore, none of these vision systems do not compare the solder 

coverage percentage based on the class to which the PCB belongs as defined in the 

standards provided by the Institute for Interconnecting and Packaging Electronics Circuits 

(IPC) [15-16]. 

 

As described earlier in this section, there are many stand-alone AOI systems with 

proprietary algorithms. However, such systems are not suitable for soldering robot AOI 

as they: 

 require individual teaching of each component and their solder joint; 

 require specific lighting environments with fully enclosed chambers; and, 

 have been designed to inspect the quality of completed PCBs. 

The commercially available soldering robotic systems: 

 do not contain in built AOI system; 

 do not provide automatic rework on defective solder joints; 

 require initial learning of position and soldering direction for a particular solder 

pad; 

 are not capable of estimating the preheat time for a solder pad automatically; 

 are not capable of providing the automatic assurance on the availability of the 

component to be soldered; and, 
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 require considerable level of user skill on machine operation and soldering 

programme development for a given PCB. 

As a result of the absence of above capabilities in current research works and 

commercially available soldering robotic and AOI systems, a THT soldering system with 

an integrated AOI platform was developed that address to above problems effectively.  

 

1.4 Original Contribution of the Research in Knowledge Gap and Industry 

 

In this research, a THT soldering system with an integrated vision solution that requires a 

single camera view acquired from orthogonal direction to the placed PCB, was 

implemented to provide a complete solution to problems described in Section 1.3. This 

vision system has following three stages: 

 

Fiducial Alignment Stage: Aligns the PCB to its origin automatically and computes 

relative distances to each object on the PCB 

 

Solder Pad and Component Availability Verification Stage: Identifies the solder pad 

automatically and the presence of the component before soldering 

 

Quality Classification Stage: Performs automatic quality classification of solder joints 

 

This vision system operates with the assistance of a CAD system developed during this 

research which extracts all the physical information like location of the components and 

their respective solder pads, pad diameter, drill-hole diameter, height of the neighbouring 

components (if there are any) and the width of the connected PCB track to each solder 

pad. This information increases the intelligence and situational awareness of the entire 

system significantly. 

In Section 1.3, several drawbacks have been discussed related to the reported studies and 

commercial AOI and soldering robotic systems. However, each of those issues could be 

effectively solved during the implementation of this system as described below. 
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 Replaces gray scale image processing described in [12-13] with colour image 

processing algorithms: The application of colour image processing algorithms 

preserves meaningful data on the image to implement a robust and precise AOI 

system that requires no prior teaching of THT solder pads/solder joints. 

 

 Replaces edge detection based image alignment described in [12] using feature 

matching and image localization: The alignment of a PCB to the soldering system 

origin is carried out by verifying the existence (using feature matching) and 

localizing the position (using image localization) of previously learnt model 

images and computing relative distances to each object on the PCB based on these 

positions. 

 

 Considers the impact of colour of solder pad and PCB surface (this was not 

analysed in [12-14]): The most suitable colour models for different solder pad and 

PCB surface colour combinations were found that lead to a very precise 

segmentation of solder pad or joint from its immediate PCB background. 

 

 Replaces manual calibration required in commercial soldering robotic systems 

through on line calibration of positioning accuracy: The identification of the pad 

to be soldered from its neighbours lead to perform online positioning offset 

adjustment with respect to the centre of camera FOV. 

 

 Considers the effect of the component lead (not took the advantage of THT 

component lead in [12-14]): The precise segmentation of the component lead from 

bare solder pad is performed and localized its position after the soldering process 

to predict the shape of the solder joint, to minimize its likelihood of being detected 

as a defect and to assure the availability of the component prior to soldering. 

 

 Considers the effect of flux residues and shadows (not analysed in [12-14]): The 

immediate surroundings of the segmented not soldered regions are processed for 
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the availability of solder to minimize the effect of flux residues and shadows on the 

solder joint of being detected as defects of less solder. 

 

 Consider the effect of illuminated regions on the solder pad (not analysed in [12-

14], since they process completed solder joints): Mitigate the impact of highly 

illuminated regions on the solder pad on the accuracy of not soldered region 

classification through early retrieval of such regions prior to soldering process. 

 

 Consider the different geometrical regions (pad and drill-hole), whereas vision 

systems described in [12-14] process the whole solder joint/pad area: A solder joint 

is fragmented into two regions based on their geometrical appearance, drill-hole 

(by early identification of this area from bare solder pad) and solder pad (by 

acquiring the diameter of solder pad from the CAD tool) and process them 

separately for quality classification. 

 

 Performs a comparison between the solder coverage percentage against the IPC 

standards (not analysed in [12-14]): The less solder applied regions are precisely 

localized and compare the solder coverage percentage against the regulations 

provided by IPC. The outcome of this comparison is used to define its eligibility of 

being considered as a good joint based on the class to which the PCB belongs. 

 

 Provides automatic rework on defective solder joints (none of the commercial 

soldering robotic systems possess this capability): If the identified less solder 

regions are not within the IPC regulations, automatic rework is performed on them 

by feeding the required amount of solder based on the size of defective regions. 

 

 Does not require learning of soldering direction for each solder pad (Commercial 

systems require the definition of this parameter during the learning phase): The 

requirement of manual teaching of the direction in which the soldering iron 

touches a pad was eliminated with the retrieved information from CAD tool related 

to the height of nearby objects and their offsets from the point of interest. 
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 Provides automatic estimation of the preheat time for a solder pad (the user has to 

define this parameter in commercial soldering robotic systems): The width of the 

connected PCB track to a particular solder pad, extracted from the respective 

CAD file of a PCB, is used to define the preheat time automatically. 

 

 Requires less user skill level on machine operation and soldering programme 

development for a given PCB: The required user skill level for the system 

operation and soldering programme development could be successfully minimized 

with the implementation of an interactive GUI that holds all the required 

information related to the PCB, retrieved from the respective CAD file. 

 

Consequently, a robust THT soldering system could be successfully developed with an 

integrated AOI and CAD system to provide automated soldering and quality inspection 

process, where none of the reported research work or commercially available systems is 

capable of performing. Sections 1.5 – 1.6 brief the system architecture of AOI and THT 

soldering system respectively. 

 

1.5 Automatic Optical Inspection System Architecture 

 

The AOI system described in this research takes control over every major action 

performed by the THT soldering system as illustrated in Figure 1.1. 

 

 A : automatic PCB alignment to the origin of the robotic system XY positioning plane 

 B : solder pad segmentation and real time positioning accuracy verification 

 C : component lead top segmentation 

 D : automatic classification of soldering quality 

 E : verification of solder coverage to define automatic rework. 

 

Implementation of each of these stages (A-E) will be discussed in Chapters 2-6 

respectively. Section 2.2 briefs the architecture of the developed THT soldering system 

prototype in this study.  
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Figure 1.1: AOI system architecture 
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1.6 THT Soldering System Architecture 

 

Many soldering robotic systems have been developed from leading manufactures like 

Japan Unix, Metcal, Janome, Unitechnologies, Thermaltronics etc. Each of these systems 

requires user interaction and expertise knowledge up to a considerable extent for a better 

outcome, since none of them are equipped with real time inspection capability on their 

soldering process. The integration of a CAD tool together with AOI into the developed 

robotic system enables to provide a very precise and high-quality soldering process 

compared to the existing systems.  

 

Figure 1.2 illustrates the operational block diagram of the developed THT soldering 

system. Each electronics circuit used in the robot system (except AC servo drivers used 

for XY positioning) was designed and developed from the scratch in my research in order 

to provide a flexible and modularized system architecture. This approach was beneficial 

in financial terms and further provides supplier independent system at a very low cost 

compared to commercially available soldering robotic systems. Further, the system has 

been designed in a way that the system mother board diagnoses the cause of failures of 

each sub module connected to it and alarms the user accordingly with the complete error 

report. Chapter 7 provides a detailed overview on the implementation of the THT 

soldering system. 
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Figure 1.2: Robotic system architecture 
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2. Implementation of Automatic PCB Fiducial Alignment Process 

 

In [12], the PCB alignment is carried out by detecting the edges of the PCB and computing 

the angle difference with the horizontal and vertical lines of the image box. However, this 

methodology is not robust and reliable for an industrial application. Therefore, a robust 

PCB alignment procedure based on the user defined master points available on the PCB 

was implemented in this research. Sections 2.1-2.3 describe how this procedure is 

implemented in this study. 

2.1 PCB Fiducials and Importance of Localizing Them 

PCB fiducial points are the user defined master points on a given PCB that can be used as 

reference points to calculate relative distances to each object on the PCB from a point that 

lies inside/outside of the PCB (In this application this point is the zero position/system 

origin of the PCB positioning system of the robotic platform). However, it is a necessity 

that the defined fiducials points must be included in the respective CAD file of the given 

PCB. The application of these master points is extensively used in SMD pick and place 

machines [17], AOI machines for SMD devices, Flying Probe – In Circuit Testers [18], 

PCB panel separation machines [19] in the field of EMS industry. These master points are 

sometimes defined by the PCB layout designer himself as illustrated in Figure 2.1. 

 

 

 

 

Figure 2.1: Fiducial points defined by the PCB layout designer 

It is required to have at least of 3 fiducial points populated on a PCB to render a very 

precise outcome as described below. 
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1st Fiducial Point: 

The first fiducial point enables the machine to recognize the respective location of the 

PCB is in its XY space. 

2nd Fiducial Point: 

The second fiducial point helps the machine to recognize the orientation of the PCB and 

the bend of PCB surface due to tightened screws. If the PCB is rotated even 0.1% of a 

degree this could completely ruin the assembly if it weren't for fiducials. The machine is 

able to measure the angle that the board is rotated down to the nearest 0.01% of a degree 

and compensate all of the placements accordingly. 

3rd Fiducial Point: 

Consequently, the third fiducial enables the machine to mitigate the slight deformation 

defects like any shrink or stretch of the PCB. In most cases, PCB's do vary by very small 

amounts over a long distance. Therefore, larger PCB's experience a much greater amount 

of stretch, shrink or both. This is effect is significant for double-sided Surface Mount 

Technology (SMT) assemblies. After the first side is reflowed, the board may have 

stretched, shrunk, bowed or flexed due to the higher temperature profile maintained inside 

the oven. Such an effect can be minimized with the application of a third fiducial point. 

These fiducials can be fairly identified and localized by the vision system of such a 

machine using template matching algorithms [20-23]. This process is also known as 

fiducial verification. Once the fiducial points are identified by the respective vision 

system, it calculates relative distances to all the points on a PCB with respect to the 

calculated distances from the system origin to the identified fiducials on the PCB. 

However, when it comes to define fiducials on the secondary side of the PCB that holds 

the THT pads, dedicated fiducials points are not always available. Section 2.2 describes 

how to counteract such situations efficiently. 



16 
 

2.2 The Distinctive Behaviour of the Proposed Fiducial Verification Process in 

Automatic Optical Inspection System 

The proposed vision system primarily focuses on quality assessment of THT solder joints 

which are placed on the bottom side (secondary side) of the PCB. In some cases, the 

fiducial points are not available on the bottom side of the PCB when, 

 SMD components are placed only on the top side of the PCB 

 The available space on the PCB is limited 

 Mistake from the PCB layout designer 

In such a case, it is required to define fiducial points from the available distinct objects on 

the PCB like mounting holes, vias, test-points and test pads. Figure 2.2, illustrates few 

examples of such objects available on the PCB. 

 

 

 

 

 

Figure 2.2: Distinct objects on the PCB in addition to fiducial markings provided by layout 

designer. (a). Vias available on a PCB. (b). Test Pads available on the PCB 

 

Even though the positioned solder pads can be accurately identified by the vision system 

as described in Chapter 3, it still cannot differentiate between solder pads on different 

PCB types. Since the proposed AOI system has been designed to produce a fully 

automated THT soldering system, the vision system must be capable of precisely 

identifying whether the PCB under solder (PUS) is the correct one that should be soldered 

or not. In Figure 2.2, it can be seen that these objects on the PCB are more vulnerable to 

uneven illumination, environmental noise, lack of distinguishable features. Therefore, a 

more robust inspection mechanism is required to distinguish these points from their 

counterparts.  

(a) (b) 
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2.3 Algorithms for Fiducial Verification 

Image localization can be mainly carried out by two methods. 

 Template matching 

 Feature extraction 

In template matching method, the occurrence of a model image inside the input image (𝐼) 

is computed by convolution between model image (𝐼𝑀) and input image (𝐼𝐿). Various 

algorithms have been proposed for template matching like computation of correlation 

coefficient (TM_CCOEFF), normalized version of correlation coefficient 

(TM_CCOEFF_NORMED), concept of correlation among 𝐼𝑀  and 𝐼𝐿 (TM_CCORR), 

concept of normalized version of correlation among 𝐼𝑀  and 𝐼𝐿 (TM_CCORR_NORMED), 

squared difference (TM_SQDIFF) error and normalized squared difference 

(TM_SQDIFF_NORMED) error [24-25]. The resulted image from above algorithms 

contain a global optima which corresponds to the best matching point as illustrated in 

Figure 2.4. Therefore, the application of template matching algorithms does not provide 

precise outcome, when the existence of the model image is not exactly known. In Figure 

2.3 (a), it can be seen that fiducial verification process cannot be done effectively using 

above template matching algorithms. 

In feature extraction methods, features are identified from a model image and their 

subsequent matching in the input image are found. There is no clear definition for 

‘feature’, but there are some properties that can be evaluated at a given point, to decide 

whether that particular point/area is a good feature or not [26]. 

A feature should be,  

 perceptually meaningful 

 analytically special (Ex. minimum or maximum point in a given data set) 

 easily distinguishable in different images 

 invariant to scale, orientation and illumination. 

 insensitive to noise 
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Figure 2.3: Best matching points detected by various template matching algorithms. (a) 

Matching of model image with an input image from a different PCB of same type. (b) Matching 

of model image with an input image from same PCB type 

 

In order to compare images based on their features, many research works have been 

carried out. They mainly rely on extracting features / key points in a provided model image 

and find their corresponding matching inside a given input image at different scales and 

orientations. Various algorithms have been proposed for the extraction of features of a 

given image, like kadir and brady algorithm [27], Scale Invariant Feature Transform 

(SIFT) [25, 28-29], Speed-Up Robust Features (SURF) [30-31], Features from 

Accelerated Segment Test (FAST) [32]. In this research, SIFT, SURF and FAST 

algorithms have been taken into consideration because of their proven robustness, 

accuracy and fast detection of key points in an image (Sections 2.3.1-2.3.3). Figure 2.4 

illustrates feature matched images using above stated algorithms.  

TM_CCOEFF TM_CCOEFF_NORMED TM_CCORR TM_CCORR_NOREMD TM_SQDIFF TM_SQDIFF_NORMED 

Model Image 

(a) 

TM_CCOEFF TM_CCOEFF_NORMED TM_CCORR TM_CCORR_NOREMD TM_SQDIFF TM_SQDIFF_NORMED 

Model Image 

(b) 
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Figure 2.4: Feature matched images using feature extraction algorithms. Column (I) illustrates 

feature matching between model image and incorrect PCB. (II). Illustrates feature matching 

between model image and correct PCB. (a). Results obtained using SIFT over correct and 

incorrect PCB types. (b). Results obtained using SURF over correct and incorrect PCB types. 

(c). Results obtained using FAST over correct and incorrect PCB types 

 

2.3.1 Scale Invariant Feature Transform 

SIFT, Scale Invariant Feature Transform, is a method of extracting distinctive invariant 

features from a model image that can be effectively used to perform accurate matching 

between different views of that model image occurred inside a given input image (𝐼) [29]. 

The detected features are proven to be invariant to scale, rotation and provide robust 

matching across a substantial range of affine distortion, noise, and illumination variation 

[29]. This algorithm can be described as a combination of following sub stages, where 

each stage adds a weighted outcome to the next stage. 

 Constructing a scale-space:  

Implements a scale invariant platform by computing the   difference of blurred images 

using a gaussian kernel to blur the original image and a set of scaled down images 

[29]. 

(a) 

(b) 

(c) 

(I) (II) 
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 Key point localization and selection of descriptive key points:  

Localization of key points extracted from generated Difference of Gaussian (DoG) 

images from scale space and selection of the detected keypoints based on their stability 

and repeatability of detection [29]. 

 Orientation assignment:  

Assignment of single or multiple orientations to each key point locations based on 

local image gradients to provide a rotational invariance [29]. 

 Generation of SIFT features:  

Descriptor to each located key point is generated that makes them invariant to local 

shape distortion and illumination variation [29]. 

 

Constructing a scale-space: 

A natural property of real-world objects is that they only exist as meaningful substances 

over certain ranges of scale. A simple example is the concept of a branch of a tree, which 

makes only sense in a range of few centimetres to few meters. It is pointless to discuss 

this example at nanometre or kilometre level. At those levels, it is more convenient to 

discuss about the molecules in a tree leave and the forest where the tree grows 

respectively. The construction of scale space attempts to replicate this concept to digital 

images. The first step of key point detection is to identify locations and scales that can be 

repeatedly assigned under different views of the same object. In this process, the points 

must be localized in a way that they do not change their way of existence in the original 

image at different scales. These stable features can be estimated with the use of a 

continuous function of scale, referred as scale space [29]. 

SIFT uses gaussian function [35] to generate its scale space structure by progressively 

blurred out images resulted from the initial image and a set of scaled down images by a 

factor of 2 [29]. The generation of a gaussian blurred image is illustrated in Eq. (1). 
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𝐿(𝑥, 𝑦, 𝜎) = 𝐺(𝑥, 𝑦, 𝜎) ∗ 𝐼(𝑥, 𝑦)                                                                                                 (1) 

Where, 

𝐿(𝑥, 𝑦, 𝜎) ∶ Resulted image from the convolution between 𝐼(𝑥, 𝑦) and gaussian 

kernel, 𝐺(𝑥, 𝑦, 𝜎). 

𝐺(𝑥, 𝑦, 𝜎) =
1

2𝜋𝜎2
𝑒
−(𝑥2+𝑦2)

2𝜎2  

Here x, y are the spatial coordinates in 2-D space and σ is the standard deviation of the 

gaussian kernel. Figure 2.5 illustrates the first two layers that contain progressively blurred 

out gaussian images in SIFT scale space structure. 

 

 

 

 

 

 

 

 

 

 

Figure 2.5: Few samples of scale space. (a). Resulted images after convolving the original image 

with gaussian kernel at five different σ values where 𝜎 = 1.6, 2.02,… , 5.07. (b). Resulted 

images after convolving the scaled down image by factor of 2 with gaussian kernel at five 

different σ values where 𝜎 = 3.2, 4.03,… , 10.16 

 

There are two important parameters, number of blur levels and number of octaves, of this 

scale space structure that must be determined before going deeper of the algorithm. An 

octave is a set of blurred out images of same size. Then number of octaves defines how 

many down scaled levels are used to generate scale space structure. The author of SIFT 

suggests that the algorithm must generate 𝑠 + 3 images in the stack of blurred images [29] 

𝜎 = 1.6 𝜎 = 2.02 𝜎 = 2.53 𝜎 = 3.2 𝜎 = 4.03 

Original RGB Image Gray Scale Image (a) 

𝜎 = 5.07 

(b) 

𝜎 = 4.03 

Half scaled Gray Scale Image Half Scaled RGB Image 

𝜎 = 3.2 𝜎 = 6.4 𝜎 = 8.06 𝜎 = 5.08 𝜎 = 10.16 
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for each octave in order to make sure that final feature (keypoint) detection covers a 

complete octave. Here ‘s’, can be represented as illustrated in Eq. (2). 

𝑠 = log 2 log 𝑘⁄                                                                                                                                             (2) 

Where, 𝑘 is the multiplication factor between, two successive blur levels. 𝑠 is an empirical 

factor determined by the author of SIFT, based on the analysis that has been carried out 

by plotting the percent of keypoints that are repeatedly detected at the same location and 

scale in a transformed image against the number of scales sampled per octave (number of 

scales used for extrema detection) [29]. The author of SIFT suggests to use 𝑠 = 3, since 

maximum level of repeatability could be achieved when sampling 3 scales per octave. 

This results in 6 blurred out images per octave. Figure 2.6 illustrates how the scale space 

structure is generated in SIFT [29]. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.6: Generation of scale space structure in SIFT. Each black square illustrates a gaussian 

blurred image with 𝑘𝑛𝜎, where n=0,1,2... Each blue square illustrates computed DoG image by 

subtracting two adjacent gaussian blurred images 𝑘𝑛+1𝜎 and 𝑘𝑛𝜎). Each brown square 

illustrates a resulted image after neighbour pixel comparison method 
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In SIFT, DoG images are computed to detect stable feature locations in scale-space (refer 

Figure 2.6 Stage 2). The next step is to understand how the stable keypoints are detected 

by the algorithm.  

 

Key point localization and selection of descriptive key points:  

In order to estimate, whether a particular point is a keypoint or not, it must be 

differentiable from its neighbours. This is accomplished in SIFT in a way that, a particular 

pixel in a DoG image is compared with reference to its eight neighbours and the 

corresponding nine neighbours possessed by the above and below DoG images to 

determine whether that particular point is a local extrema or not [29]. Particular sample 

point will be decided as a local extrema, only if it is the maximum or minimum compared 

to its 26 neighbouring points [29] (Figure 2.6 Stage 3). Once the local extremum point is 

found, a distinctive relationship to nearby data for location, scale and ratio of principle 

curvatures [29] is computed. This relationship is used by the algorithm to eliminate key 

points with unstable properties. SIFT uses following procedure to estimate the stability of 

the detected keypoints. 

Step 1: Finds the sub pixel accuracy of detected keypoints using Taylor expansion [29]. 

Step 2: Performs contrast comparison of detected keypoints against a predetermined 

threshold value [29]. If the magnitude of the function computed from Taylor expansion at 

the keypoint location is below the defined threshold, it is discarded [29]. 

Step 3: The keypoints that lie on the edges of the image are discarded by computing 

Principle Curvatures (PC) of resulted DoG image [29]. This elimination is vital because 

of the increased vulnerability to noise due to strong edge response of DoG images [28, 

29]. 

 

At the end of this refinement process of detected keypoints, it is said the remaining 

keypoints are invariant to different scales of the image [29]. The next step is to compute 

the orientation of remaining set of keypoints, in order to make them rotational invariant. 
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Orientation Assignment: 

A good feature extraction algorithm must be capable enough to detect same features inside 

the rotated versions of the same image which the keypoints were originally detected. 

Therefore, it is required to make a detected keypoint invariant to rotation. In SIFT, 

rotational invariance is achieved by assigning orientation to each key point based on local 

image properties. The estimation of the orientation of a given keypoint (𝜃𝑟𝑒𝑓) is performed 

by calculating the gradient magnitudes and directions around a particular key point within 

a defined neighbourhood inside the respective gaussian blurred image (𝐿(𝑥, 𝑦, 𝑘𝑛𝜎)). The 

selection of 𝐿(𝑥, 𝑦, 𝑘𝑛𝜎) is clearly explained in [29]. The orientation assignment process 

is performed by calculating the gradient magnitude, 𝑚(𝑥, 𝑦) and the orientation, 𝜃(𝑥, 𝑦) 

based on the pixel differences over each pixel that falls within a defined circular 

neighborhood of the keypoint. The computation of 𝑚(𝑥, 𝑦) and 𝜃(𝑥, 𝑦) is illustrated in 

Eq. (3) and Eq. (4) respectively [29]. 

 

𝑚(𝑥, 𝑦) = √(𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦))2 + (𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1)2                                  (3) 

𝜃(𝑥, 𝑦) = tan−1((𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1)) (𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦))                                (4)⁄  

 

The radius of the circular neighbourhood depends on the scale of the keypoint and it is 

estimated as 1.5 × 𝑠𝑐𝑎𝑙𝑒 [29], where 𝑠𝑐𝑎𝑙𝑒 can be denoted as 𝑘𝑛𝜎 where 𝑛 = 1,2,… . 𝑝. 

Once this process is completed, an orientation histogram is calculated that has 36 bins, 

covering 3600 range of orientation, where the starting value of a bin can be expressed in 

general as 𝜃𝑏 = 2𝜋(𝑏 − 1) 36⁄ , where 𝑏 = 1,2…36. A detailed explanation of this 

process is provided in [29]. 

 

Generation of SIFT features: 

Algorithm has generated keypoints, which are invariant to scale and rotation up to this 

stage of processing. In real images, there will be lots of illumination variation and 3-D 

object transformations. Therefore, there must be a way of making a particular keypoint 

independent to these changes. At the final step of SIFT algorithm, a unique identifier is 
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generated based on the local image region, that will make a scale and rotational invariant 

keypoint to be distinctive over above stated variations. In order to create SIFT descriptor 

for a keypoint (𝑥𝑘, 𝑦𝑘), a square neighborhood with a width of 12𝑘𝑛𝜎 is centered at the 

keypoint, in the direction of 𝜃𝑟𝑒𝑓  inside its respective gaussian smoothed image. Then this 

region is further divided into 4 × 4 sub regions, which has a width of 3𝑘𝑝𝜎 in each 

dimension. Then local gradients are computed inside each sub region. Once this is utilized, 

an 8-bin orientation histogram is computed for each sub region. In this case, the particular 

key point will have a descriptor that contains 128 (4 × 4 × 8) feature vectors. A detailed 

explanation on how this process is accomplished is provided in [29]. The detected key 

points on several model images by SIFT algorithm are illustrated in Figure 2.7. In Figure 

2.7, it can be clearly seen that over 95% of the detected key points lie over the 

distinguishable object locations inside the input image. 

 

 

 

 

 

 

 

Figure 2.7: Detected key points on different objects using SIFT feature detector at number of 

scales per sample = 3, contrast threshold = 0.03, edge threshold = 10 and starting scale (σ) =1.6  

Section 2.3.2 presents a detailed overview on the implementation of SURF algorithm. 

2.3.2 Speed-Up Robust Features 

 

SURF, Speed-Up Robust Features, is a fast and robust algorithm developed by H. Bay, 

for the detection of local invariant features and finds their subsequent matching in a 

provided scene [30-31]. SURF has been developed with the purpose of providing a fast 

Original Image Key Point Detected 

Image 
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computation on a given image, which makes it ideal for real time applications like tracking 

and object recognition. Similar to SIFT, SURF also relies on scale space representation 

for the detection of features that are scale and rotational invariant. This algorithm has been 

proved to render better results with higher speed and accuracy compared to SIFT. The 

implementation of SURF is be discussed in three steps. 

 Generation of integral images and box filters:  

This contains the generation of integral images and box filters to approximate 

gaussian second order partial derivatives. 

 Constructing a scale-space:  

Implements a scale invariant platform with the use of box filters together with 

integral images. 

 Key point Localization:  

This contains the localization of stable key points with the use of hessian matrix in 

box filter space and computation the orientation of each detected features. 

 Generation of SURF feature description:  

This contains the generation of a unique identifier for each detected key point. 

Generation of integral images and box filters: 

In SIFT, scale-space is generated from the convolution between a given input image and 

the Gaussian kernel at different scale levels. It is not efficient in real time applications due 

to the computational complexity of Gaussian kernel [31]. As a way of speeding up this 

process, SURF algorithm uses integral images together with rectangular shape uniform 

kernels, referred to as “box-filters”. Their combination approximates the role of gaussian 

kernels in an efficient way [31]. It is better to know what is actually an integral image and 

how will they be useful to reduce calculation complexities in generating scale space. Eq. 

(5) illustrates how the pixel value of an integral image (𝑈) at a point (𝑥, 𝑦), is computed 

from the corresponding I. 

𝑈(𝑥, 𝑦) = ∑ ∑ 𝐼(𝑖, 𝑗)                                                                                                                       (5)

0≤𝑗≤𝑦0≤𝑖≤𝑥
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Where, 

 
𝑈(𝑥, 𝑦): Value of integral image at (𝑥, 𝑦) 

𝐼(𝑖, 𝑗)   : Value of input image I at (𝑖, 𝑗) 

According to Eq. (5), it is quite clear that value of an integral image at point (𝑥, 𝑦) means 

the summation of pixels above that point in both x and y directions inside 𝐼. Figure 2.8 

illustrates how an integral image is formed from an input image of size (5×5). 

 

 

 

 

 

 

Figure 2.8: Computation of integral image based on the pixel intensity values of a given I. (a). I 

with a highlighted region where the summation of pixel intensities is calculated to compute the 

corresponding pixel value of U. (b). U derived from the summation of intensity values in I 

 

Red arrow points to the value of integral image at point, X= (1, 1). This process utilizes 

only three additions and four memory lookups in the integral image to compute the sum 

of pixel intensities contained by any upright rectangular area formed inside 𝐼. The next 

step is to identify what are box filters and how they enhance the efficiency of generating 

scale space with the use of integral images. SURF also relies on generating of scale space 

composed with octaves and numbers of blur levels per octave as followed in SIFT. 

In SIFT, Lowe approximated Laplacian of Gaussian (LoG) with DoG for generating scale 

space. The authors of SURF further improve this concept and approximate LoG with box 

filters [31]. Box Filtering is kind of image filtering, where an average value of surrounding 

pixels that lie in a given rectangular region, is computed. Integral images lessens the 

complexity of getting the average value of pixel intensities contained within any 

(a) 

(b) 

(0, 0) 

(0, 0) 
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rectangular area. The main reason that made the authors of SURF to use box filters as 

scale space kernel is to have fast computation for their keypoint detector. 

The authors of SURF rely on implementing their feature detector based on the hessian 

matrix because of its performance and precise operation [31]. Eq. (6) illustrates how the 

hessian matrix is described inside a given image at point, 𝑋 = (𝑥, 𝑦).  

 

𝐻(𝑋, 𝜎) = [
𝐿𝑥𝑥(𝑋, 𝜎) 𝐿𝑥𝑦(𝑋, 𝜎)

𝐿𝑥𝑦(𝑋, 𝜎) 𝐿𝑦𝑦(𝑋, 𝜎)
]                                                                                                         (6) 

 

𝐻(𝑋, 𝜎): Hessian matrix at 𝑋 with scale 𝜎 

𝐿𝑥𝑥(𝑋, 𝜎): The result of the convolution between 𝐼 and the gaussian second order derivative 

𝜎2

𝜎𝑥2
𝑔(𝜎) at point 𝑋. 

 

Similarly gaussian second order derivatives for 𝐿𝑦𝑦(𝑋, 𝜎) and 𝐿𝑥𝑦(𝑋, 𝜎) can be denoted 

as 
𝜎2

𝜎𝑦2
𝑔(𝜎) and 

𝜎2

𝜎𝑥𝜎𝑦
𝑔(𝜎) respectively. Gaussians are optimal for scale space analysis, 

but in practice they have to be discretized and cropped due to the discrete nature of digital 

images [31]. This makes the authors of SURF to approximate these gaussian second order 

derivatives with second order finite difference operators as illustrated in Eq. (7) [30-31]. 

The finite difference is the discrete analog of a derivative. 

 

𝐻𝑎𝑝𝑝𝑟𝑜𝑥.(𝑋, 𝜇) = [
𝐷𝑥𝑥
𝜇
𝑋 𝐷𝑥𝑦

𝜇
𝑋

𝐷𝑥𝑦
𝜇 𝑋 𝐷𝑦𝑦

𝜇 𝑋
]                                                                                                          (7) 

 

Here 𝐷𝑥𝑥, 𝐷𝑦𝑦 and 𝐷𝑥𝑦 are second order finite difference operators computed in x, y and 

x-y directions respectively. 𝜇 is known as the scale variable that has been used to 

parameterize the scale of gaussian second order derivatives, 𝜎. The authors of SURF 

suggest that the relationship between 𝜇 and 𝜎 is defined by 𝜎 = 0.4𝜇 [30], where the value 

of scale variable 𝜇 depends on the current octave level (o) and the number of scale levels 

(i) inside o. This relationship is illustrated in Eq. (8). 
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𝜇 = 2𝑜𝑖 + 1                                                                                                                                                 (8) 

 

A detailed mathematical description on how the conjunction between the box filters and 

second order finite difference operators is made, has been presented in [30]. It further 

describes how the application of integral images reduces the computational complexity of 

the convolution between the second order difference operators and I. Next step is to 

understand how the scale space is generated in SURF using these approximated second 

order finite difference operators (box filters). 

 

Constructing a scale-space: 

 

In SIFT, the scale space is generated with the use of down scaling the original image at 

each octave while smoothing that down scaled image at different 𝜎 levels. However, the 

application of box filters together with integral images, eliminates the requirement of 

iteratively applying the same filter to the output of previously filtered layer in SURF [31]. 

SURF applies box filters of any size at exactly the same speed directly on the original 

image and even in parallel [31]. Therefore, the scale space (also known as box space) is 

generated in SURF, by up scaling the filter size rather than iteratively down scaling the 

image size [31]. This procedure outperforms SIFT in terms of decreasing computational 

complexity in generating scale space, while preserving high frequency components that 

can be lost in zoomed-in variants of the original image. According to the definition of 𝜇 

in Eq. (8), it can be seen that the initial size of the box filter at first octave must be equal 

to 9 × 9. As in SIFT, SURF also creates different octaves where each octave represents a 

series of filter response maps obtained by convolving same input image with a filter of 

increasing size. For two successive levels, it is required to increase the size of 𝜇 by a 

minimum of 2 pixels (one pixel on every side) in order to keep the size uneven ensuring 

the presence of the central pixel. This results in the relationship denoted by Eq. (8). Figure 

2.9 illustrates how a box filter of a previous blur level is used to generate box filter of next 

blur level. 
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Figure 2.9: Generating of (i+1)th level of box filter using ith level of box filter inside oth octave 

level in both y and xy directions respectively 

 

In SIFT, it has been stated that the starting scale of next octave layer must have a scale of 

twice of the size of initial scale of previous octave. A similar procedure is followed in 

SURF for generating new octave layer as illustrated in Eq. (9). 

 

𝑊𝑜 = 3(𝜇𝑛−1 + 2)                                                                                                                                    (9) 

 

Where 𝑊𝑜 is the size of starting filter of 𝑜𝑡ℎ  octave level and 𝜇𝑛−1 is the value of scale 

variable in previous octave (𝑛 = 2, 3,…). This will result in generating of a box space 

structure in SURF as illustrated in Figure 2.10. 

 

 

 

 

 

 

Figure 2.10: Graphical representation of box filter size for three octaves 

 

Next step is to understand how the stable keypoints are detected from the generated box 

space in SURF.  
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Key point Localization: 

 

Once the box space is generated, the next step is to localize stable key points from the box 

space. The procedure for detecting the keypoints can be explained in two major steps [30]. 

 Feature filtering:  this is accomplished using scale-normalized determinant of 

hessian. 

 Feature selection and location refinement: this is accomplished with the 

combination of non-maxima suppression and thresholding. 

 

Feature filtering: 

The objective of feature filtering is to locate more distinctive key points in a given image. 

Inspired from the robustness of the methods used in SIFT for localizing scale invariant 

features, SURF uses scale normalized determinant of hessian [30], to detect extreme 

points in the input image. The scale-normalized determinant of hessian is illustrated in Eq. 

(10). 

𝐷𝑜𝐻𝜇(𝐼): =
1

𝜇4
(𝐷𝑥𝑥

𝜇 𝐼. 𝐷𝑦𝑦
𝐿 𝐼 − (𝑤𝐷𝑥𝑦

𝜇 𝐼)
2
)                                                                                         (10) 

The weighting factor, 𝑤 = 0.912, is used to compensate the numerical approximation of 

the hessian determinant by box filters [31]. This is required to have the energy 

conservation between the gaussian kernels and their approximated counterparts (box 

filters). The next parameter that should be determined is the sampling frequency of the 

pixels. SURF suggests that it is not required to compute  𝐷𝑜𝐻𝜇 operator for each pixel at 

large filter scales [30]. Therefore, the pixel sampling frequency is determined based on 

the octave level o, in a way that the number of points sampled per octave is ⌈
𝑀

2𝑜−1
⌉ × ⌈

𝑁

2𝑜−1
⌉ 

for an image of size 𝑀×𝑁 [30]. This definition enables to have a sampling frequency of 

2𝑜−1. It means the operator is applied after each  2𝑜−1 number of pixels. 
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Feature selection and location refinement: 

In SURF, localization of key points in 𝐷𝑜𝐻𝜇(𝐼), is performed in a similar way as in SIFT, 

by a non-maximum suppression in a 3 × 3 × 3 neighborhood. This performs a comparison 

of each sampling point in discrete box space with its 26 nearest neighbours [30, 31]. The 

maximum point of this neighbourhood will be considered as a keypoint. Once a key point 

is detected, it is threshold based on a given threshold value as illustrated in Eq. (11). 

 

𝐷𝑜𝐻𝐿(𝐼)(𝑥, 𝑦) > 𝑡𝐻                                                                                                                                   (11) 

 

The value of 𝑡𝐻   can be determined by the user based on the application requirements. In 

this application value of 𝑡𝐻 has been set to 500. Finally, eight images are available in box 

space with detected keypoints. Once the most stable keypoints are located, the algorithm 

finds their sub pixel accuracy in order to have a precise localization of its position.  

Generation of SURF feature description: 

 

The descriptor for a detected key point in SURF, describes the intensity content within the 

key point vicinity. This procedure is accomplished in a similar way followed in SIFT and 

its variants for the extraction of gradient information on a particular key point. The process 

of defining a unique identifier/descriptor in SURF is computed at two major steps. 

 Orientation assignment around the interest point to achieve rotational invariance 

 Generating SURF descriptor based on the orientation details 

According to the information presented so far in the explanation of SURF, particular 

keypoint can be expressed as, 𝑋𝑘 = (𝑥𝑘, 𝑦𝑘 , 𝜇𝑘) which has the corresponding scale (𝜎𝑘), 

defined by the relationship, 𝜎𝑘 = 0.4𝜇𝑘 . In order to achieve rotational invariance for a 

detected keypoint, a dominant orientation must be computed relative to the local 

distribution of gradient orientation. The definition of a region for the computation of local 

gradients inside I, is accomplished by defining a circular neighbourhood, 𝐵6𝜎𝑘(𝑥𝑘, 𝑦𝑘), 

with the radius of 6𝜎𝑘 centered at the location of the desired keypoint 𝑋𝑘  [31]. The 

computation of gradient information at inside 𝐵6𝜎𝑘(𝑥𝑘, 𝑦𝑘), is accomplished by 
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convolution with first order box filters, 𝐷𝑥
𝜇

 and 𝐷𝑦
𝜇

 [30, 31]. In order to minimize the 

impact of distant pixels, the gradient samples are weighted according to their distance 

from the desired keypoint using a discrete gaussian kernel (𝐺1) with a standard deviation 

of 2𝜎𝑘 [30]. Eq. (12) illustrates how these weighted gradients are computed at a point 

(𝑥, 𝑦). 

∅𝑘(𝑥, 𝑦) = (
𝐷𝑥
𝐿𝑘

𝐷𝑦
𝐿𝑘
) ∗ 𝐼(𝑥, 𝑦). 𝐺1 (

𝑥 − 𝑥𝑘
2𝜎𝑘

,
𝑦 − 𝑦𝑘
2𝜎𝑘

)                                                                            (12) 

 

In SIFT, the dominant orientation is computed by creating a 36 bin histogram based on 

the local gradients and defining the orientation of the highest peak as the dominant 

orientation. SURF computes a score vector, ∅𝑘(𝜃), that sums all weighted gradients in the 

defined neighborhood, which have orientations that fall within a fixed tolerance of  𝜃 ±
𝜋

6
 

, where 𝜃 is the angle of current gradient [30, 31]. This expression is illustrated in Eq. 

(13). 

 

∅𝑘(𝜃) = ∑ ∅𝑘(𝑥, 𝑦) × 1(𝜃−𝜋
6
,𝜃+

𝜋
6
)
(∠

(𝑥,𝑦)∈𝐵6𝜎𝑘
(𝑥𝑘,𝑦𝑘)

∅𝑘(𝑥, 𝑦))                                                        (13) 

Here ∠∅ ∈ [−𝜋, 𝜋]. 

 

The global maximum of the orientation score function will be defined as the orientation 

of 𝑋𝑘  [30, 31]. At this stage, the computed keypoints can be expressed in the form of, 

𝑋𝑘 = (𝑥𝑘, 𝑦𝑘 , 𝜇𝑘 , 𝜃𝑘). Now they are invariant to scale and rotation. However, they still do 

not possess a property that can make them unique. Then a unique identifier must be 

computed for the detected keypoints as accomplished in SIFT.  

A SURF descriptor is a 16 × 4 vector, that consists of mean and absolute mean values of 

gradients extracted from a spatial grid (𝑅) divided into 4 × 4 sub regions [30]. A detailed 

description on the computation of the SURF descriptor is provided in [30]. 

The detected key points by SURF, on several model images are illustrated in Figure 2.11.  



34 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.11: Detected key points on solder pads, vias and test pads on different colour PCBs at 

no of octaves = 4, threshold = 500, starting box filter size = 9 × 9 using SURF detector 

According to Figure 2.11, it can be clearly seen that over 95% of detected key points lie 

on the object regions and distinctive areas in a given image. Section 2.3.3 explains the 

implementation of a fast feature detection algorithm that have been developed especially 

targeting for platforms with less computational power, but require high speed of feature 

detection. 

2.3.3 Features from Accelerated Segment Test 

FAST, Features from Accelerated Segment Test [32], is a fast corner detection algorithm 

developed by Edward Rosten and Tom Drummond. The main idea behind the 

development of FAST algorithm is to have a fast feature detector for real time 

applications, which are running on platforms with limited computational power. In this 

application, the speed of detecting key points does not play a significant role, since the 

fiducials of a given PCB are verified only once for that particular PCB. Therefore, The 

robustness and accuracy of this algorithm to locate most stable and unique features from 

a given input image, were given the highest priority. 

Original Image Key Point Detected Image 
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In FAST, estimation of a desired pixel, 𝑝 is whether a corner or not is accomplished based 

on its intensity level,  𝐼𝑝 and its relationship to the 16 pixels, numbered in clockwise 

direction that lie inside a circular region that has the radius of 3 pixels [32]. Figure 2.12 

illustrates how this neighbourhood is implemented over a given candidate pixel.  

 

 

 

 

 

 

 

Figure 2.12: Selection of neighbouring pixels lie at candidate pixel P (Yellow Square) in FAST 

A detailed explanation on how this neighbour comparison process is carried out is 

presented in [32]. Once the stable keypoints are detected as explained in [32], the 

algorithm must compute a unique descriptor to each detected keypoint as SIFT and SURF 

to make it distinctive. However, the authors of FAST do not provide their own descriptor 

for the detected features. Therefore, one of the well-known descriptor algorithms, Binary 

Robust Independent Elementary Features (BRIEF) [39] was used in this research. The 

SIFT and SURF use descriptors with the sizes of 128 and 64 dimensional vectors 

respectively, which lead to have memory constraints for the applications which have 

limited memory capacity. BRIEF comes into picture at such situations by providing binary 

strings for detected keypoints rather than computing individual descriptor to each of them. 

A detailed explanation on how the BRIEF descriptor works can be found in [39]. The 

detected key points on several model images by FAST algorithm is illustrated in Figure 

2.13.  
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Figure 2.13: Detected key points on solder pads, vias and test pads on different colour PCBs at 

𝐼𝑡 = 30 with non-maximum suppression using FAST corner detector. Here 𝐼𝑡  is a user defined 

threshold value 

 

As stated earlier, FAST is not a scale and rotational invariant feature detector as SIFT or 

SURF. However, these two properties do not add a significant impact on the performance 

of the algorithm, since the PCB is placed on a positioning bed and the distance between 

the camera and the PCB is precisely controlled by the soldering system ensuring that no 

scale distortion or a slight displacement occurs in this application. Section 2.4 presents a 

detailed explanation on the performance evaluation of these three feature detection 

algorithms. 

2.4 Performance Evaluation of Feature Extraction Algorithms 

 

In Sections 2.3.1-2.3.3, the feature detection of a given image using SIFT, SURF and 

FAST algorithms has been discussed. In order to evaluate performance of these feature 

extraction algorithms, three main evaluation criteria’s have been considered in this 

research. 

 locations of detected keypoints 

 repeatability of detected keypoints in different illumination conditions 

 Successful and false detection rate at different illumination conditions 

Original Image Key Point Detected Image 
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The illumination level was controlled digitally using a PWM controlled LED panel fixed 

at a distance. According to Figures 2.7, 2.11 and 2.13, it could be seen that majority of the 

detected keypoints lie inside the object regions in a given input image. Table 2.1 illustrates 

the results obtained based on the localized region (Foreground and Background) of 

keypoints and repeatability of detection at consecutive trials (50) using a sample of100 

images (the size of the sample for each analysis carried out in this section) using these 

three algorithms.  The average percentage of keypoints detected inside foreground region 

is computed by taking the ratio between the number of detected keypoints inside the user 

defined object region and the total number of keypoints detected. 

 

Table 2.1: Average percentage of keypoints detected in foreground region and 

repeatability of detection using SIFT, SURF and FAST feature detectors 

 

Criteria 

Detection rate of different feature 

detectors 

SIFT SURF FAST 

Percentage of Keypoints Detected in Foreground 95% 98% 96% 

Repeatability at Highly Illuminated Conditions 78.5% 82% 72% 

Repeatability at Poorly Illuminated Conditions 86% 85% 76% 

 

Conditions: 

 Percentage of detected keypoints in foreground is calculated with respect to the total 

number of keypoints detected. 

 Normal Illumination Level:  (250 – 750) Lux, Highly Illuminated Level: (1000 – 1500) 

Lux and Poorly Illuminated Level: (75 –200) Lux 

 

According to Table 2.1, it can be seen that all of these feature detectors are capable of 

detecting features inside foreground regions in a given image, even though SURF slightly 

outperforms other two algorithms in terms of accuracy in detecting keypoints. In addition 

to that, the requirement of analysis in different illumination levels is influenced by the 

evaluation of the capability of the vision system to operate in environments where no 
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specific lighting is available. Even though, SURF could render a better outcome at highly 

illuminated environments, SIFT could outperform it by 1% at poorly illuminated 

environments. 

Next, the robustness of detected keypoints to be identified in a located image (IL) must be 

fairly evaluated. This task is accomplished with the use of a feature matching algorithm 

that is capable of matching descriptors of the detected features of a model image to the 

descriptors of detected features in a located image. In this application, two main feature 

matching algorithms have been evaluated for matching feature descriptors that have been 

generated for the detected features in 𝐼𝑀 and 𝐼𝐿.  

 BruteForce Matcher [25] (L1-norm, L2-norm and Hamming distance matching) 

 Fast Library for Approximate Nearest Neighbour (FLANN) [25] 

It is vital to evaluate the performance of these algorithms based on their stability and 

accuracy of matching features under varying illumination conditions, since this AOI 

system works without any enclosed chambers. This analysis was performed in two ways 

as listed below. 

 Percentage of erroneous matching between given 𝐼𝑀 and 𝐼𝐿 

 Percentage of correct matching between given 𝐼𝑀 and 𝐼𝐿 

Here, the erroneous detection percentage means the ratio between the number of matched 

keypoints with a wrong 𝐼𝐿 and the detected keypoints in 𝐼𝑀. The successful detection 

percentage means the ratio between the number of matched keypoints in given 𝐼𝐿 of same 

model image and the detected keypoints in 𝐼𝑀. Tables 2.2-2.4 illustrate the erroneous 

detection rate of these three feature detectors together with feature descriptor matching 

algorithms at different illumination levels. Figures 2.14-2.16 illustrate several examples 

of the application of these feature detectors together with descriptor matching algorithms, 

acquired under normal illumination level.  
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Table 2.2: Percentage of erroneous matching between given model images and located 

images at (250-750) lux 

Algorithm Name L1-Norm L2-Norm FLANN 

SIFT 6.93% 5.72% 0.13% 

SURF 0% 0.09% 0.56% 

 

Algorithm Name L1-Norm L2-Norm Hamming FLANN 

FAST 12.66% 5.23% 7.33% 0.02% 

 

Table 2.3: Percentage of erroneous matching between given model images and located 

images at (75-200) lux 

 

Algorithm Name L1-Norm L2-Norm FLANN 

SIFT 10.05% 9.02% 2.1% 

SURF 1.9% 1.3% 1.1% 

 

Algorithm Name L1-Norm L2-Norm Hamming FLANN 

FAST 19.5% 11.2% 18% 1.8.% 

 

Table 2.4: Percentage of erroneous matching between given model images and located 

images at (1000-1500) lux 

 

Algorithm Name L1-Norm L2-Norm FLANN 

SIFT 11.5% 10% 2.8% 

SURF 1.2% 1.8% 1.3% 

 

Algorithm Name L1-Norm L2-Norm Hamming FLANN 

FAST 17.3% 16.8% 14.5% 4.8% 

 

 According to the results obtained in Tables 2.2-2.4, it can be seen that SURF is still able 

to hold the erroneous detection rate below 2% for each feature matching algorithm, even 

though FAST holds the lowest figure with FLANN in Table 2.2. Another interesting point 

that can be noticed with the obtained results is that FLANN feature matching library 

provides the best accuracy for all three feature detectors. Tables 2.5-2.7 illustrate the 

successful average detection percentage obtained by these algorithms.  
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Figure 2.14: Feature matching between images using SIFT together with distance measurement 

algorithms 

No of matching key points 

detected at L1-norm 

No of matching key points 

detected at L2-norm 

No of matching key points 

detected at FLANN over the 

model image 

No of Key pts: 348 & Matched pts: 5 No of Key pts: 348 & Matched pts: 4 No of Key pts: 348 & Matched pts: 0 

No of Key pts: 338 & Matched pts: 6 No of Key pts: 338 & Matched pts: 5 No of Key pts: 338 & Matched pts: 0 

No of Key pts: 161 & Matched pts: 39 No of Key pts: 161 & Matched pts: 36 No of Key pts: 161 & Matched pts: 12 

No of Key pts: 158 & Matched pts: 6 No of Key pts: 158 & Matched pts: 6 No of Key pts: 158 & Matched pts: 0 

No of Key pts: 179 & Matched pts: 5 No of Key pts: 179 & Matched pts: 4 No of Key pts: 179 & Matched pts: 0 

Learnt Fiducial Image 

with 75 key points 

detected 
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Figure 2.15: Feature matching between images using SURF together with distance measurement 

algorithms 

No of matching key points 

detected at L1-norm 

No of matching key points 

detected at L2-norm 

No of matching key points 

detected at FLANN over the 

model image 

No of Key pts: 375 & Matched pts: 0 No of Key pts: 375 & Matched pts: 0 No of Key pts: 906 & Matched pts: 0 

No of Key pts: 338 & Matched pts: 0 No of Key pts: 338 & Matched pts: 0 No of Key pts: 868 & Matched pts: 0 

No of Key pts: 127 & Matched pts: 23 No of Key pts: 127 & Matched pts: 15 No of Key pts: 127 & Matched pts: 54 

No of Key pts: 188 & Matched pts: 0 No of Key pts: 188 & Matched pts: 0 No of Key pts: 188 & Matched pts: 0 

No of Key pts: 203 & Matched pts: 0 No of Key pts: 203 & Matched pts: 0 No of Key pts: 203 & Matched pts: 1 

Learnt Fiducial 

Image with 107 key 

points detected 
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Figure 2.16: Feature matching between images using FAST together with distance measurement 

algorithms 

No of matching key points 

detected at L1-norm 

No of matching key points 

detected at L2-norm 

No of matching key points 

detected at FLANN over the 

model image 

No of Key pts: 906 & Matched pts: 93 No of Key pts: 906 & Matched pts: 36 No of Key pts: 906 & Matched pts: 0 

No of Key pts: 868 & Matched pts: 74 No of Key pts: 868 & Matched pts: 24 No of Key pts: 868 & Matched pts: 0 

No of Key pts: 242 & Matched pts: 98 No of Key pts: 361 & Matched pts: 17 No of Key pts: 242 & Matched pts: 24 

No of Key pts: 361 & Matched pts: 48 No of Key pts: 361 & Matched pts: 17 No of Key pts: 361 & Matched pts: 0 

No of Key pts: 363 & Matched pts: 55 No of Key pts: 363 & Matched pts: 23 No of Key pts: 363 & Matched pts: 0 

Learnt Fiducial 

Image with 123 key 

points detected 
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Table 2.5: Percentage of successful matching between given model images and located 

images at (250-750) lux 

 

Algorithm Name L1-Norm L2-Norm FLANN 

SIFT 26% 24.2% 10.5% 

SURF 18.5% 17.7% 41.1% 

Algorithm Name L1-Norm L2-Norm Hamming FLANN 

FAST 17.3% 8.4% 14.9% 8.2% 

 

Table 2.6: Percentage of successful matching between given model images and located 

images at (75-200) lux 
 

Algorithm Name L1-Norm L2-Norm FLANN 

SIFT 21.8% 20.1% 7.8% 

SURF 15.2% 14.3% 36.5% 

Algorithm Name L1-Norm L2-Norm Hamming FLANN 

FAST 14.3% 5.6% 10.1% 6.5% 

 

Table 2.7: Percentage of successful matching between given model images and located 

images at (1000-1500) lux 
 

Algorithm Name L1-Norm L2-Norm FLANN 

SIFT 20.3% 19.3% 8.4% 

SURF 14.5% 14.1% 35.3% 

Algorithm Name L1-Norm L2-Norm Hamming FLANN 

FAST 13.1% 4.8% 9.3% 6.2% 

 

Even though, SIFT holds the highest detection rate for both L1-Norm and L2-Norm, 

SURF is able to provide the highest successful detection rate together with FLANN under 

different illumination levels according to the results obtained in Tables 2.5–2.7. 

Furthermore, SURF has been able to provide consistent rate above 30% in all situations. 

Figures 2.14 - 2.16 further reinforce this conclusion. Since the fiducial verification is 

carried out only once for a PCB, computation time is not a critical parameter. The results 

obtained in Tables 2.1-2.7, show that SURF together with FLANN render more stable and 

accurate detection rate for fiducial verification in this application.  

The next step is the precise localization of model image area inside the located image once 

the proposed feature detection algorithm assures the existence of the model image inside 
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the located image. The localized fiducial images are then used to calculate the relative 

distances to other points on the PUS reference to the distances from these points to system 

origin. Therefore, it is imperative to localize the exact area contained by the fiducial image 

very precisely. The performance of two methods was analysed in order to accomplish this 

task at highest accuracy as listed below. 

 

 Using homography matrix 

 Using template matching techniques 

 

A homography is a perspective transformation of a plane that is a re-projection of a plane 

from one camera view into a different camera view subjective to change in the position 

and orientation of the camera. Homography matrix is a 3×3 transformation matrix that is 

used to perform this transformation between planes. It is required to have minimum of 

four points to find this transformation matrix. In this application, set of points that have 

been matched between 𝐼𝑀 and 𝐼𝐿, were used and the corresponding perspective 

transformation matrix was found. This matrix is used to find the corners of the region in 

𝐼𝐿 that are corresponding to points in 𝐼𝑀. Figure 2.17 illustrates the results obtained with 

the use of a homography matrix generated from matched points between several images. 

 

 

 

 

 

 

 

Figure 2.17:  Falsely detected areas of the model image inside the input image using 

homography matrix 

 

In Figure 2.17, it is obvious that the application of homography is not suitable, since the 

irregular shape can introduce offset between the centres of 𝐼𝑀 and 𝐼𝐿. It leads to wrong 
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computation of relative distances to other pads. It has been proved earlier in this thesis 

that template matching would not be a good choice to localize a model image inside a 

given input image, when the existence of model image is unknown. But at this stage of 

the application, the existence of 𝐼𝑀 inside 𝐼𝐿 has been confirmed with SURF. Therefore, 

there might be a possibility to have a precise localization of model image area inside 

located image using template matching algorithms. Section 2.5 presents a performance 

evaluation of six different template matching algorithms over a sample of 100 images. 

 

2.5 Performance Evaluation of Template Matching Algorithms 

Template matching is a high level machine vision technique that localizes the best 

matched location of a model image inside a given input image [22, 25]. Template 

matching techniques are flexible and relatively straightforward to use, which makes them 

one of the popular methods of object localization in the fields of surveillance, vehicle 

tracking, robotics, medical imaging, manufacturing etc. The occurrence of similarities, 

resulted from comparison between 𝐼𝑀 and 𝐼𝐿, are reflected in the resulted image (𝐼𝑅). In 

this research, six types of template matching techniques, TM_SQDIFF, 

TM_SQDIFF_NORMED, TM_CCORR, TM_CCORR_NORMED, TM_CCOEFF and 

TM_CCOEFF_NORMED [25] have been discussed and analysed for their accuracy in 

identifying the location of 𝐼𝑀 inside 𝐼𝐿. 

The basic concept of a template matching algorithm is to find objects in a given image, 

which have minimum error difference with a model image [25]. The complexity of these 

methods varies starting from simple squared difference of error between 𝐼𝑀 and 𝐼𝐿 to more 

complex processes like computing correlation and correlation coefficient between 𝐼𝑀 and 

𝐼𝐿. The performance of each template matching technique is evaluated to find out the best 

suited algorithm for the localization of fiducial area inside the 𝐼𝐿. Figure 2.18 illustrates 

the outcome of these algorithms over the feature matched images using SURF. Table 2.8 

illustrates the acquired results over a sample of 100 different images. Here the successful 
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detection rate means the Intersection over Union (IoU) [25] is greater than 0.8 between 𝐼𝑀 

and 𝐼𝐿. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 2.18: Model image localization inside given input image using template matching 

algorithms 

 

Table 2.8: Successful detection rate of template matching algorithms over the feature 

matched located images 

 

The results obtained in Table 2.8 shows that almost every algorithm showed the best 

performance in precise localization of the given model image. However, these results have 

been obtained assuming an ideal condition of a given PCB. It means that it is assumed that 

the PCB has no manufacturing impurities like, the size differences of objects in PCBs. 

The template matching algorithms are vulnerable to dimension changes of input images. 

Template Matching Algorithm 

TM_CCOEFF 
TM_CCOEFF_

NORMED 
TM_CCORR 

TM_CCORR_N
ORMED 

TM_SQDIFF 
TM_SQDIFF_N

ORMED 

100% 100% 100% 100% 100% 100% 

TM_CCOEF

F 

TM_CCOEFF_NORMED TM_CCORR 

TM_CCORR_NORMED TM_SQDIFF TM_SQDIFF_NORMED 

TM_CCOEFF TM_CCOEFF_NORMED  TM_CCORR 

TM_CCORR_NORMED TM_SQDIFF TM_SQDIFF_NORMED 
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Therefore, it is required to find the most robust technique out of these algorithms, which 

is less vulnerable to slight dimension changes of located images. Therefore, the located 

images were downscaled by 2% from their actual size and verified with the template 

matching algorithms. Figure 2.19 illustrates the outcome of this process. 

 

 

 

 

 

 

 

Figure 2.19: Results obtained from template matching algorithm over 2% scaled down images 

 

According to Figure 2.19, it can be seen that TM_CCORR is capable of rendering most 

accurate results even with the slight variation of size of a located image. Table 2.9 contains 

the results obtained over a sample of 100 different scaled down images by a percentage of 

2%.  

Table 2.9: Successful detection rate of template matching algorithms over the scaled 

down located images by a percentage of 2% 

 

Template Matching Algorithm Success Rate 

TM_CCOEFF 92% 

TM_CCOEFF_NORMED 92.5% 

TM_CCORR 95% 

TM_CCORR_NORMED 80% 

TM_SQDIFF 82% 

TM_SQDIFF_NORMED 83% 

 

Even though TM_CCORR gives the highest successful detection rate, it is still not perfect. 

However, the effect of this 5% error can be made further minimized with the procedures 

described in Chapter 3 that describes the precise identification of solder pad area from the 

PCB surface. According to the results presented so far in this section it should be clear 

TM_CCOEFF TM_CCOEFF_NORMED TM_CCORR 

TM_CCORR_NOREMD TM_SQDIFF_NORMED TM_SQDIFF 
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that the proposed methodology could provide a stable platform for fiducial verification. 

Figure 2.20 illustrates how this fiducial verification process is implemented in this 

application. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.20: Process flow chart of the proposed fiducial verification process 

The accurate identification of fiducials adds significant benefits to the overall performance 

of the soldering system as listed below. It provides: 

 precise positioning of the points to be soldered; 

 Enables to compute the optimum travelling path based on the computed relative 

distances to component solder pads and positions them automatically. 

Once the fiducials are precisely localized by the vision system, the next step is to calculate 

the relative distances to the THT solder pads to be soldered and positions them 

accordingly. Chapter 3 presents how the implemented vision system identifies the area 

contained by the solder pad inside positioned image precisely. 

Position PCB at nth fiducial Position Learnt Fiducial Descriptor Storage 

Detect features from the located image using SURF 

Feature matching between nth fiducial and located 

image using FLANN 

Fiducial Detected? 

Localize nth fiducial region with TM_CCORR 

N=2? n=n+1 

Process is aborted and user is notified Go to Home Position and compute optimum travelling path 

NO 

Acquire nth fiducial 

descriptor 

Yes 

Yes 

NO 
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3. Identification and Localization of Bare Solder Pad from PCB Surface 

Commercial AOI systems virtually process an acquired image with reference to a learnt 

model image, whereas the implemented AOI system inspects each stage of the soldering 

process without prior teaching. Therefore, it is vital for the developed AOI system to 

identify the exact area contained by the solder pad, since it enables to perform: 

 

 Real time position calibration by comparing the distance offset between 

identified solder pad centre and the centre of the camera Field Of View (FOV); 

 Verification of solder bridging situations through size comparison; 

 Segmentation of geographically important areas inside the detected solder pad 

like drill-hole and pad regions (Discuss in Chapter 5). 

The complexity of this task is further increased due to different combinations of solder 

mask and pad colours. Therefore, a detailed analysis process was carried out to find the 

optimum way through analysing applicability of colour models on such different 

combinations. Chapter 3 discuss how the solder pads are precisely segmented from their 

background. 

 

3.1 Overview on Colour Models 

 

Colour is perceived by humans as a combination of three primary colours R (Red), G 

(Green) and B (Blue). Video monitors and televisions display colour images by 

modulating the intensity of RGB components at each pixel of the image. Even though the 

RGB model is suitable for colour displays, it is not suitable for colour image processing 

because of high correlation among R, G, and B components [40]. Several colour models 

like HSV, HSL, YIQ, YCbCr, I1I2I3, RGI, CMYK, XYZ and Lab, are used in image 

processing applications, which can be derived using either linear or non-linear 

transformations from RGB colour space [40]. Selecting a best colour model that suits for 

an image processing application is a challenging task. Figure 3.1 illustrates how RGB 
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colour model is represented in a three-dimensional space while Figure 3.2 and Figure 3.3 

illustrate the mapping of colours for HSV and HSL colour models respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

HSV is a general purpose colour model where colour is represented in terms of hue (H), 

saturation (S) and brightness (V) [41]. The colour transformation from RGB colour model 

to HSV colour model is carried out through Eq. (14), Eq. (15) and Eq. (16). 

𝐻 =  600 ∗ 𝐻′                                                                                                                                             (14)                                                 
 

𝑆 = {
0,        𝑖𝑓 𝐶 = 0
𝐶

𝑀
,      𝑖𝑓 𝐶 ≠ 0 

                                                                                                                              (15)  

 

𝑉 =  𝑀                                                                                                                                                         (16) 
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Figure 3.3: HSL colour model 
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Where, 

 

𝐻′ = 

{
 
 
 

 
 
 

00 ,                                 𝑖𝑓 𝐶 = 0 
(𝐺 − 𝐵)

𝐶
 𝑚𝑜𝑑6,               𝑖𝑓 𝑀 = 𝑅     

(𝐵 − 𝑅)

𝐶
+ 2,               𝑖𝑓 𝑀 = 𝐺

(𝑅 − 𝐺)

𝐶
+ 4,              𝑖𝑓 𝑀 = 𝐵

 

 

𝑀 = max(𝑅, 𝐺, 𝐵) ,𝑚 = min (𝑅, 𝐺, 𝐵) and  𝐶 = 𝑀 −𝑚 

In the HSV colour model hue (H) is expressed as an angle from 00 to 3600. Hue of red, 

yellow, green, cyan, blue and magenta is represented as 00, 600, 1200, 1800, 2400 and 3000 

respectively [41]. Saturation (S) is the depth or purity of the colour which is represented 

as the distance from the vertical axis. Distance along the vertical axis represents the 

brightness value (V). HSL is another general purpose colour model where colour is 

represented in terms of hue (H), saturation (S) and lightness (L). Transformation of RGB 

colour model to HSL colour model is carried out through Eq. (17), Eq. (18) and Eq. (19). 

The computation of H is carried in a similar way as defined in Eq. (14). 

  

𝑆 = {
0                            , ∆= 0
∆ 1 − |2𝐿 − 1|⁄ , ∆≠ 0

                                                                                                                  (17)    

𝐼 =  
(𝐶𝑚𝑎𝑥 + 𝐶𝑚𝑖𝑛)

2
                                                                                                                                 (18) 

∆= 𝐶𝑚𝑎𝑥 − 𝐶𝑚𝑖𝑛                                                                                                                                         (19) 

Where, 

𝐶𝑚𝑎𝑥 = 𝑚𝑎𝑥(𝑅
′, 𝐺′, 𝐵′) and 𝐶𝑚𝑖𝑛 = 𝑚𝑖𝑛(𝑅

′, 𝐺′, 𝐵′) 

𝑅′ = 𝑅 255⁄ , 𝐺′ = 𝐺 255⁄  and 𝐵′ = 𝐵 255⁄  

Similar to HSV model, in the HSL colour model H is also expressed as an angle from 00 

to 3600. Hue of red, yellow, green, cyan, blue and magenta is represented as 00, 600, 1200, 

1800, 2400 and 3000 respectively. S is represented as the distance from the vertical axis 

and distance along the vertical axis represents the lightness L.  



52 
 

From Figures 3.1-3.3, it can be observed that colours are mapped to different points in 3-

D Cartesian coordinate system by applying HSV and HSL colour transformation. For an 

example, in the original RGB model, yellow colour is represented by coordinate (0, 1, 0) 

and blue colour is represented by coordinate (0, 0, 1). The vector length between these 

two colours is √3. In HSV model, yellow and blue colour is represented by coordinates 

(600, 1, 1) and (2400, 1, 1) respectively. The vector length between these two colours in 

HSV model is 2, which is larger than the vector length in the original RGB model. Further 

in the HSL model, yellow and blue colour is represented by coordinates (600, 1, 0.5) and 

(2400, 1, 0.5) respectively. The vector length between these two colours in HSV model is 

2. Effectiveness of extraction of certain colour features of an image can be improved by 

maximizing the vector length. Hence colour transformation plays an important role in 

extracting features of a colour image. There are many more colour transformations such 

as YIQ, YCbCr, I1I2I3, XYZ, Lab etc. 

YIQ is the colour model used to encode colour information in TV signal for NTSC TV 

system and it is intended to take advantage of human colour-response characteristics [41]. 

Transformation of RGB colour model to YIQ colour model is carried out through Eq. (20), 

Eq. (21) and Eq. (22). 

 

𝑌 = 0.299 ∗ 𝑅 + 0.587 ∗ 𝐺 + 0.114 ∗ 𝐵                                                                                             (20) 

𝐼 = 0.596 ∗ 𝑅 − 0.275 ∗ 𝐺 − 0.321 ∗ 𝐵                                                                                             (21) 

𝑄 = 0.212 ∗ 𝑅 − 0.523 ∗ 𝐺 + 0.311 ∗ 𝐵                                                                                             (22) 

 

The Y component, is a measure of the luminance of the colour, and is a prominent 

candidate for edge detection in a colour image while I and Q components describe the hue 

and saturation of the image [40].  

YCbCr Model is used as a part of the colour image pipeline in video and digital 

photography systems. Transformation of RGB colour model to YCbCr colour model is 

carried out through Eq. (23), Eq. (24) and Eq. (25). 
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𝑌   = 0.299 ∗ 𝑅 + 0.587 ∗ 𝐺 + 0.114 ∗ 𝐵                                                                                          (23) 

𝐶𝑏   = −0.169 ∗ 𝑅 − 0.331 ∗ 𝐺 + 0.5 ∗ 𝐵                                                                                           (24) 

𝐶𝑟  = 0.5 ∗ 𝑅 − 0.419 ∗ 𝐺 − 0.081 ∗ 𝐵                                                                                               (25) 

 

The Y component is the luma component and Cb and Cr are the blue difference and red 

difference chroma components [41].  

 

I1I2I3 is another linear colour transformation from RGB space used in image segmentation 

applications [41]. Transformation of RGB colour model to I1I2I3 colour model is carried 

out through Eq. (26), Eq. (27) and Eq. (28). 

  
𝐼1 = (𝑅 + 𝐺 + 𝐵)/3                                                                                                                                (26) 

𝐼2 = (𝑅 −  𝐵)/2                                                                                                                                       (27) 

𝐼3 = (2 ∗ 𝐺 − 𝑅 −  𝐵)/4                                                                                                                       (28) 

 

Tz-Sheng Peng and Chiou-Shann Fuh described that modified version of I1I2I3 colour 

space rendered better results for solder joint segmentation among other models [42]. 

Transformation from RGB colour model to modified I1I2I3 colour model is carried out 

through Eq. (29), Eq. (30) and Eq. (31).  

 

𝐶𝐻0 = (𝑅 + 𝐺 + 𝐵)/3                                                                                                                           (29) 

𝐶𝐻1 = (𝑅 −  𝐵)                                                                                                                                       (30) 

𝐶𝐻2 = (2 ∗ 𝐺 − 𝑅 −  𝐵)                                                                                                                       (31) 

 

XYZ colour model, which is one of the most important colour spaces defined by the 

Commission Internationale de I'Elcairage (CIE). This colour space is the most common 

way in technical colorimetric work to describe the colour of light. Transformation from 

RGB colour model to XYZ colour model is carried out through Eq. (32). 

  

[
𝑋
𝑌
𝑍
] = [𝑀] [

𝑅
𝐺
𝐵
]                                                                                                                                           (32)      
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Where, 

[𝑀] = [

𝑆𝑟𝑋𝑟 𝑆𝑔𝑋𝑔 𝑆𝑏𝑋𝑏
𝑆𝑟𝑌𝑟 𝑆𝑔𝑌𝑔 𝑆𝑏𝑌𝑏
𝑆𝑟𝑍𝑟 𝑆𝑔𝑍𝑔 𝑆𝑏𝑍𝑏

] 

𝑋𝑟 =
𝑥𝑟
𝑦𝑟

 

𝑌𝑟 = 1 

𝑍𝑟 = (1 − 𝑥𝑟 − 𝑦𝑟) 𝑦𝑟⁄  

𝑋𝑔 = 𝑥𝑔 𝑦𝑔⁄  

𝑌𝑔 = 1 

𝑍𝑔 = (1 − 𝑥𝑔 − 𝑦𝑔) 𝑦𝑔⁄  

𝑋𝑏 = 𝑥𝑏 𝑦𝑏⁄  

𝑌𝑏 = 1 

𝑍𝑏 = (1 − 𝑥𝑏 − 𝑦𝑏) 𝑦𝑏⁄  

[

𝑆𝑟
𝑆𝑔
𝑆𝑏

] = [

𝑋𝑟 𝑋𝑔 𝑋𝑏
𝑌𝑟 𝑌𝑔 𝑌𝑏
𝑍𝑟 𝑍𝑔 𝑍𝑏

]

−1

[
𝑋𝑤
𝑌𝑤
𝑍𝑤

] 

 

Here, (xr , yr), (xg , yg), (xb , yb) are the chromacity coordinates of a given RGB system and  

(Xw , Yw, Zw) are the reference white of these coordinates. 

Lab colour space is designed to approximate human vision where colour is represented in 

terms of lightness (L) while a and b components describe colour component dimensions 

based on non-linearly compressed coordinates. This colour space is useful for sharpening 

images and removing artifacts in images from digital cameras and scanners. 

Transformation from RGB colour model to Lab colour model is carried out through Eq. 

(33), Eq. (34) and Eq. (35). 

 

𝐿 = 116 ∗ 𝑓(𝑌 𝑌𝑛⁄ ) − 16                                                                                                                         (33) 

𝑎 = 500 [𝑓(𝑋 𝑋𝑛⁄ ) − 𝑓(𝑌 𝑌𝑛⁄ ) ]                                                                                                           (34) 

𝑏 = 500 [𝑓(𝑌 𝑌𝑛⁄ ) − 𝑓(𝑍 𝑍𝑛⁄ ) ]                                                                                                            (35) 
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Where, 

𝑓(𝑡) =

{
 
 

 
 
𝑡1 3⁄                             , 𝑖𝑓 𝑡 > (

6

29
)
3

1

3
(
29

6
)
2

𝑡 +
4

29
       ,     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

Here Xn, Yn and Zn are the CIE XYZ tristimulus values of the reference white point. 

 

3.2 Performance Analysis of Colour Models for Solder Pad Identification 

 

Even though these colour models have been proven to render better results over many 

applications throughout the years, their robustness, stability and accuracy must be verified 

with a mathematical approach for solder pad segmentation. Suitability of these colour 

models for solder pad segmentation may vary due to the varying parameters of solder 

pads, PCB surface finish, PCB colour and silk screen layer. For accurate solder pad 

segmentation, a colour model which maximize the vector distance between the solder pad 

area (foreground) and immediately surrounding PCB area (background) is better suited. 

Typical solder pad foreground and background for two different PCB types are shown in 

Figure 3.4. 

 

 

 

 

 

 

Figure 3.4: Selected foreground and background regions of a given solder pad. (a). Gold plated 

solder pad on green PCB surface. (b). Tin plated solder pad on green PCB surface 

Even though the gold-plated solder pad shows a significant colour difference between 

foreground and background (Figure 3.4 (a)), the situation is not similar for tin plated solder 

pad (Figure 3.4 (b)). The Average (AVG) and the Standard Deviation (STD) of the vector 

distance between the foreground and background of following PCB solder mask and pad 

(a) (b) 
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plating colours were analysed (refer Table 3.1 for the acquired results for nine colour 

models).  

 Green PCBs with gold-plated and tin-plated solder pads 

 Blue PCBs with gold-plated solder pads 

 Red PCBs with tin-plated solder pads 

 Black PCBs with tin-plated solder pads 

In this analysis process, background and foreground were carefully selected with 

minimum noise components.  

Table 3.1: Data Analysis for Different Combinations of Solder Mask and Solder Pad 

Colours 

 

Solder Mask 

and Pad 

Colour 

Combination 

Calculate 

Value 

Colour Models 

RGB HSV HSL YIQ 

I1I2I3 

Modi

fied 

YCb

Cr 
XYZ I1I2I3 Lab 

Green PCB-

Gold Plated 

Pads 

AVG 165.6 134.1 127 215.5 128.4 105.9 152.9 168.7 120.8 

STD 20.9 17.9 29.5 9.4 17 13.1 24.6 26 14.2 

Blue PCB-
Gold Plated 

Pads 

AVG 179.9 144.1 134.9 298.4 154.3 131.4 164.9 170.3 126.6 

STD 30.4 11.8 17.7 12.8 12.9 14.9 26.2 16.2 16.2 

Green PCB-

Tin Plated 

Pads 

AVG 43.1 75.1 59.3 27.9 63.9 187.9 25.4 35.8 21.8 

STD 14.2 8.3 7.08 5.3 7.9 38.9 16.9 33.6 4.3 

Red PCB-Tin 

Plated Pads 

AVG 104.6 176.2 150.6 74.6 63.4 56.3 38.8 62.8 61.3 

STD 3.9 22.2 23.5 3.1 6.2 3.1 2.01 26.5 1.3 

Black PCB-

Tin Plated 

Pads 

AVG 112 74.1 69.3 76.9 48.6 69.4 108.6 72.2 72.4 

STD 20.1 11.9 10.9 8.9 8.7 12.4 20.3 8.6 12.2 

 

Even though Tz-Sheng Peng and Chiou-Shann Fuh described that modified I1I2I3 model 

rendered better results in solder joint segmentation [42], it is noted that other colour 

models record higher average of vector length between foreground and background as 

observed in Table 3.1. Figure 3.5 (a) illustrates the output of modified I1I2I3 over these 

different PCB types. According to Table 3.1, YIQ colour model gives an optimum result 

with a larger vector distance between foreground and background of a solder pad with a 
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low standard deviation with respect to the other colour models for green PCBs with gold 

plated solder pads. The Result originated from the YIQ colour space can also be compared 

with colour perception wheel which is illustrated in Figure 3.5 (b).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.5: Visual comparison between colour transformed images using modified I1I2I3 colour 

model. (I) Green PCB-Gold Plated. (II) Blue PCB-Gold Plated. (III) Red PCB-Tin Plated. (IV) 

Black PCB-Tin Plated. (V) Green PCB-Tin Plated. (a). Resulted images after transforming to 

modified I1I2I3 colour model from RGB colour space. (b). Colour perception wheel 

 

It can be observed that the distance between the positions of background colour and the 

foreground colour of the YIQ transformed image is much wider comparing to other colour 

models in the colour wheel (refer Figure 3.5 (b) for colour wheel).  Figure 3.6 (a) illustrates 

first four colour models that give the maximum vector length difference between 

background and foreground. Furthermore, Figure 3.6 (b) illustrates few colour 

transformed solder pads using YIQ colour models at different conditions. 

(I) 

I1I2I3 Modified Original Image 

(II) 

(III) 

(IV) 

(V) 

(a) (b) 
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Figure 3.6: Colour space transformation of a gold-plated solder joint on green PCB. (a). Results 

from four prominent models for this combination. (b). Resulted YIQ colour transformed images 

at different conditions. (I). Solder pad placed on a different colour path. (II). Solder pad with 

flux. (III) Solder pad with an illuminated PCB track 

 

According to Figure 3.6 (b) (II) and (III), it can be clearly seen that the application of YIQ 

colour model diminishes the impact of highly illuminated PCB tracks and applied flux by 

mapping those areas to separate colour components. However, such a separation is not 

possible with gray-scale image. This is one of the major drawbacks in the research 

described in [12]. YIQ colour model is also capable of giving a distinguishable outcome 

for blue PCBs with gold plated solder pads according to Table 3.1. The mapped colours 

of both foreground and background areas of the PCB, lie at almost opposite directions of 

the colour wheel. Figure 3.7 (a) shows the first four colour models that give the highest 

vector length difference for blue colour PCB. Furthermore, Figure 3.7 (b) illustrates few 

colour transformed solder pads using YIQ colour models at different conditions.  

Input Image 

HSV 

YIQ 

I1I2I3 

YCbCr 

Colour Wheel 

RGB Image YIQ Transformed 

Image 

(I) 

(II) 

(III) 

(a) (b) 
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Figure 3.7: Colour space transformation of a gold-plated solder joint on blue PCB. (a). Results 

from four prominent models for this combination. (b). Resulted YIQ colour transformed images 

at different conditions. (I). Solder pad placed with a PCB track. (II). Solder pad without PCB 

track. (III) Solder pad with an illuminated PCB track 

 

According to Table 3.1, YCbCr colour model gives distinguishable vector length 

difference for Green PCB with tin plated solder pads. The mapped colours lie at much 

wider distance of the colour wheel when compared to other colour models as illustrated 

in Figure 3.8 (a). Furthermore, Figure 3.8 (b) illustrates few colour transformed solder 

pads using YCbCr colour models at different conditions. The application of gray-scale 

image of input images (refer Figure 3.8 (b)) as described in [12] can lead to a false 

identification of pad area due to insignificant difference between foreground and 

background regions, if it is used for segmentation. 

According to Table 3.1, HSV colour model gives the best vector length difference between 

background and foreground for tin plated solder pads on a red colour PCB. Figure 3.9 (a) 

shows the first four colour models that give the highest vector length difference for red 

colour PCB. Furthermore, Figure 3.9 (b) illustrates few colour transformed solder pads 

using HSV colour models at different conditions. 

Input Image 

I1I2I3 Modified 

YIQ 

I1I2I3 

XYZ 

Colour Wheel 
RGB Image YIQ Transformed 

Image 

(I) 

(II) 

(III) 

(a) (b) 
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Figure 3.8: Colour space transformation of a tin-plated solder joint on green PCB. (a). Results 

from four prominent models for this combination. (b). Resulted YCbCr colour transformed 

images at different conditions. (I) Tin plated solder pad with darker colour pad closer to silk 

screen marking.  (II) Tin plated solder pad with PCB track closer to silk screen marking. (III) 

Tin plated solder pad with light colour pad closer to a silk screen marking. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.9: Colour space transformation of a tin-plated solder pad on red PCB. (a). Results from 

four prominent models for this combination. (b). Resulted HSV colour transformed images at 

different conditions. (I). Tin plated solder joint on a red colour PCB under less illuminated 

environment. (II). Tin plated solder joint on a red colour PCB under illuminated environment 

Input Image 

I1I2I3 Modified 

YCbCr 

HSL 

HSV 

Colour Wheel 

(I) 

(II) 

(III) 

(a) (b) 

RGB Image YCbCr 

Transformed Image 

Input Image 

RGB 

HSV 

HSL 

YIQ 

Colour Wheel 

RGB Image HSV Transformed 

Image 

(I) 

(II) 

(a) (b) 
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According to Table 3.1, both RGB and XYZ colour spaces provide approximately similar 

results on tin plated solder joints on a black colour PCB. Figure 3.10 illustrates the 

outcome of colour models for a tin-plated solder pad on a black PCB.  

 

 

 

 

 

 

 

 

 

 

Figure 3.10: Colour space transformation of a tin-plated solder pad on black PCB. (a). Results 

from four prominent models for this combination. (b). Resulted images after RGB and XYZ 

colour transformation. (I). Solder pad without a PCB track. (II). Solder pad with a PCB track. 

(III). Solder pad with an offset with the PCB surface 

 

Since the processing time is one of the most critical parameters, RGB image was taken as 

the processing model in this research for image segmentation.  

 

3.3 Image Type Verification for Image Segmentation 

 

The next step is to decide the appropriate image type (colour image or gray scale image) 

of colour transformed image to perform image segmentation. Same analysis procedure 

was carried out on gray scale images on each channel of colour models to compute the 

vector length difference between foreground and background. Table 3.2 illustrates the 

acquired results for separate channels of gray scale images and for a colour image itself 

for green PCBs with gold plated solder joints. 

Input Image 

HSV 

RGB 

YIQ 

XYZ 

RGB Input Image XYZ 

Transformed 
Image 

(I) 

(II) 

(III) 

(a) (b) 
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Table 3.2: Acquired results for average and standard deviation for separate channels of 

gray scale images and for a colour image of solder pads on green PCB gold-plated 
 

Colour Model 
CH0 CH1 CH2 Colour Image 

AVG STD AVG STD AVG STD AVG STD 

RGB 32.7 7.5 90.3 12.2 159 14.7 186 16.8 

HSV 48.8 2.18 56.2 10.7 132 13.8 153 14 

HSL 48.8 2.17 87 9.57 104 26.7 145 21.9 

YIQ 105 10.5 191 6.97 7.71 7.87 218.3 7.49 

I1I2I3 Mod. 70.6 7.01 120 10.6 15.6 12.7 140 11.8 

YCbCr 104 10.5 13.4 2.3 99.2 46.6 148.5 32.9 

XYZ 38.5 9.5 80.5 11.8 150 12.5 152.9 24.6 

I1I2I3 108 11.8 35.6 11.3 85 25.1 172 27.3 

Lab 40.5 21.8 65.8 12.9 70.5 17.8 120.8 14.2 

 

According to Table 3.2, it is clear that gray scale images cannot even provide significant 

vector length difference even for gold plated solder pads. Figure 3.11 reveals that no single 

channel in gray scale image provides a distinct colour difference between the illuminated 

PCB track and solder joint, whereas a significant colour difference is noticeable in colour 

image. These evidences further confirm the drawbacks of [12] which were stated in 

Section 1.3. 

 

 

 

 

 

 

 

Figure 3.11: Channels of YIQ colour model 

 

Consequently, colour image processing is used for the segmentation of solder pad from 

its immediate background. Section 3.4 provides a detailed overview how this task has 

been accomplished in this research. 

Transformed Image to 

YIQ Colour Space 
CH0 CH1 CH2 Original Image 
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3.4 Solder Pad Segmentation 

 

Image segmentation is considered as one of the most prominent operations for meaningful 

analysis and interpretation of acquired image. Even though, it is one of the most difficult 

tasks, its stability and precise operation determine the quality of final outcome of any 

image processing application. There is no unique image segmentation technique that can 

be applicable to each application. Many studies are extensively carried out in the field of 

colour image processing, in order to find out more robust and adaptive algorithm for image 

segmentation. Recent works included variety of techniques:  for example, stochastic 

model based approaches [43, 44], morphological watershed based region growing [45], 

energy diffusion [46], graph partitioning [47], Quantitative evaluation methods [48], K-

Means clustering [49-52], Fuzzy-C Means clustering [53-55], Mean-Shift [56] etc.  

 

The requirement of an efficient colour image segmentation algorithm is vital at this stage 

of application to reduce the processing time on a solder pad. The colour model analysis 

process described in Section 3.3 lessens the complexity of the solder pad segmentation 

process for different PCB surface and pad colour combinations. Therefore, the colour 

clustering algorithm, K-Means, was chosen to segment solder pads in the colour 

transformed image as illustrated in Figure 3.12.  

 

 

 

 

 

 

 

Figure 3.12: Structure for Image Segmentation Process 

The reason for thresholding the colour clustered image is to accurately identify the pad 

region under varying illumination levels. 

Transformed Colour Model 

Image Smoothing with Median Filter 

Colour Image Segmentation using K-Means Clustering 

Solder Pad Detection with Binary Thresholding 
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Before going deeper into the algorithm, it would be better to understand the size of the 

acquired image. The size of the raw image from the camera is 1920×1080. Then a 

rectangular area of size 460 × 460, co-centred with the centre of the acquired image is 

defined as the Region of Interest (ROI). This is the standard size of the input image to the 

implemented vision system. 

For effective image segmentation, removal of noise while preserving the colour 

boundaries is very important. Median filtering [25] was used to accomplish this task in 

this application. Figure 3.13 illustrates the effect of median filter on different PCB images. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.13: Noise filtered colour transformed images using median filter. (a) Output of median 

filter on gold-plated solder pad on green PCB. (b) Output of median filter on tin-plated solder 

pad on green PCB. (c) Output of median filter on gold-plated solder pad on blue PCB. (d) 

Output of median filter on tin-plated solder pad on red PCB. (e) Output of median filter on tin-

plated solder pad on black PCB 

The main step of image segmentation of a colour image is to classify each pixel in a given 

image into one of a discrete number of colour classes. In order to segment the image, 

colours in the image can be coarsely quantized to reduce the computational complexity. 

Transformed Image Filtered Image Original Image 

(a) 

(b) 

(c) 

(d) 

(e) 
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The main concept of K-Means clustering is to define K number of centres derived from a 

given data set, where each cluster contains group of elements that have the minimum 

distance to that particular centre [25, 49, 51]. In a general segmentation process of an 

image with a distinct object area and the surrounding background, only two centres are 

required that differentiate pixels lie on the foreground and background. Algorithm 

randomly chooses two centroids C1 and C2 out of image data that possess the maximum 

vector length difference. Figure 3.14 illustrates the selection of two centroids in a data set 

which have distributed colour values over a limited range. 

 

 

 

 

 

 

Figure 3.14: Selection of centroid on a given data set in K-means clustering 

 

Then the distance from each point to both centroids is calculated and if the calculated 

distance is much closer to C1, it is labelled as ‘1’ and else it is labelled as ‘2’. Once the 

algorithm iterates through all the pixels in a given image, the two centroids are re- 

calculated based on the average colour level within that particular cluster. Figure 3.15 

illustrates the outcome of this process. 

 

 

 

 

 

 

 

Figure 3.15: Clustered data set in K-means clustering 
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This Process is iterated until both centroids are converged to fixed points. The final output 

value for these two centroids are such that sum of distance between each pixel value of 

the input image and their corresponding centroids are minimum. Figure 3.16 illustrates 

the effect of this colour segmentation algorithm on different PCB types. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.16: Colour clustered images using k-means colour clustering algorithm. (a) Output of k-

means clustering on gold plated solder joint on green PCB. (b) Output of k-means clustering on 

tin plated solder joint on green PCB. (c) Output of k-means clustering on gold plated solder joint 

on blue PCB. (d) Output of k-means clustering on tin plated solder joint on red PCB. (e) Output 

of k-means clustering on tin plated solder joint on black PCB 

 

Figure 3.16 shows that the colour clustered image produces an output which has a 

minimum effect due to uneven lighting, flux and other residuals on the PCB. Then the 

clustered image is thresholded against a predetermined threshold value acquired 

empirically as depicted in Eq. (36) in order to precisely identify the pad region. 

 

𝑃(𝑥, 𝑦) =  {
255,         𝑖𝑓 𝑃(𝑥, 𝑦) ≥ 𝑇𝐻

 0,            𝑖𝑓 𝑃(𝑥, 𝑦)  < 𝑇𝐻 
                                                                                               (36)  

 

𝑇𝐻: Predetermined threshold value which is a combination of different hue and value 

 

Figure 3.17 illustrates the outcome of this algorithm over different PCB types. 

(a) 

(b) 

(c) 

(d) 

(e) 

Transformed Image Clustered Image Original Image 
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Figure 3.17: Thresholding of colour clustered images for solder pad segmentation. (a) 

Thresholded gold plated solder joint on green PCB. (b)  Thresholded tin plated solder joint on 

green PCB. (c) Thresholded gold plated solder joint on blue PCB. (d) Thresholded tin plated 

solder joint on red PCB. (e) Thresholded tin plated solder joint on black PCB 

Next, the binary image is processed with morphological filtering [25] to close open holes 

and reduce distributed noise inside the binary image. Then the contour finding algorithm, 

which is the method of identification of connected regions inside a binary image, is used 

to segment discontinuous areas on the binary image. It iterates through all the connected 

regions and define a bounding rectangle that contains the boundary pixels belongs to that 

region. Then the algorithm finds the largest and second largest regions from the detected 

contours, because the solder pad area should be contained by any of these two regions. 

Finally, the algorithm compares the shape and dimension of these regions with the 

respective information from the CAD file to find the contour that contains the solder pad. 

Figure 3.18 illustrates the detected solder pads over several images. Table 3.3 summarizes 

the performance analysis of this methodology for different PCB types at different 

conditions (Each criteria contains 25 different samples). Here, the successful detection 

rate means the capability of the algorithm to identify the pad area with an IoU greater than 

0.85 with reference to manually define bounding box for the solder pad.  

Transformed Image Thresholded Image Original Image 

(a) 

(b) 

(c) 

(d) 

(e) 
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Figure 3.18: Segmented solder pads on different pad and PCB surface colours. (a) Detected 

gold-plated solder joint on green PCB. (b) Detected tin plated solder joint on green PCB. (c) 

Detected gold-plated solder joint on blue PCB. (d) Detected tin plated solder joint on red PCB. 

(e) Detected tin plated solder joint on black PCB 

 

Table 3.3: Successful detection rate of colour image segmentation process on selected colour 

models over different PCB types at different controlled conditions 
 

PCB Type Controlled Situation YIQ HSV YCbCr RGB 

Gold Plated Solder 

Pad on Green Colour 

PCB 

Normal Condition (without any defect) 80% 78% 60% 72% 

Connected with PCB Track/ Highly 

Illuminated 
100% 75% 0% 70% 

Flux Applied 88% 75% 92% 75% 

Gold Plated Solder 

Pad on Blue Colour 

PCB 

Normal Condition (without any defect) 100% 90% 72% 80% 

Connected with PCB Track/ Highly 

Illuminated 
72% 65% 72% 62% 

Flux Applied 68% 60% 88% 55% 

Tin Plated Solder Pad 

on Green Colour 

PCB 

Normal Condition (without any defect) 16% 88% 100% 76% 

Connected with PCB Track/ Highly 

Illuminated 
32% 100% 100% 20% 

Flux Applied 32% 80% 92% 72% 

Tin Plated Solder Pad 

on Red Colour PCB 

Normal Condition (without any defect) 32% 100% 68% 82% 

Connected with PCB Track/ Highly 

Illuminated 
32% 96% 20% 50% 

Flux Applied 0% 80% 60% 68% 

Tin Plated Solder Pad 

on Black Colour PCB 

Normal Condition (without any defect) 16% 60% 96% 100% 

Connected with PCB Track/ Highly 

Illuminated 
16% 56% 92% 100% 

Flux Applied 32% 40% 72% 80% 

 

(a) 

(b) 

(c) 

(d) 

Original Image Transformed Image Detected Solder 

Joint 
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Manufacturing defects on the PCBs, like offsets between the drill hole pad and the plated 

pad area, lead to false detection of solder pads in YIQ colour model for green colour PCBs 

with gold-plated solder pads as illustrated in Figure 3.19. 

 

 

 

 

 

 

 

 

Figure 3.19: Effect of offset issue on green colour PCBs with gold plated solder pads 

 

Figure 3.19 illustrates that the offset area has been mapped to a colour which has the 

minimum vector length difference to the colour mapped for gold plated solder pad 

resulting a much larger solder pad area. This offset area must be carefully eliminated from 

the detected solder pad to have a precise segmentation. This is accomplished by re-

quantizing the identified region is into six different colours which include colours mapped 

for PCB background, solder pad, drill-hole, offset area, highly illuminated areas on PCB 

background. Then the vector distances to each colour vector was experimentally obtained 

over a sample of 100 gold-plated solder pads on green colour PCBs with reference to the 

origin of the colour model (0, 0, 0) as outlined in Table 3.4.  

Table 3.4: Experimentally obtained colour vector distances for quantized colours on the 

detected object area 

 

Region of interest 
Experimentally obtained vector distance (x) range for different 

areas on the detected solder pad  

Solder pad area 285 ≤ x ≤ 330 

Offset area 255 ≤ x ≤ 280 

Drill-Hole area 0 ≤ x ≤ 100 

Background area 350 ≤ x ≤ 370 

 

Then the algorithm replaces the colour of the pixels whose vector distances fall to the 

regions other than pad and drill-hole regions with the colour obtained for PCB 

Colour map of offset area Offset area is included in the detected solder Pad 
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background. Ultimately, image segmentation process is repeated to locate the actual solder 

pad area from the detected object as illustrated in Figure 3.20. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.20: Result of offset area removing algorithm 

 

In addition to above effect, the performance of the YIQ colour model is considerably 

affected by gold plated solder pads with PCB tracks connected on blue colour PCBs as 

illustrated in Figure 3.21. 

 

 

 

 

 

 

 

 

Figure 3.21: False detection of solder pad areas due to light colour PCB tracks on gold-plated 

solder pads on blue colour PCBs 

Object area of the YIQ 

colour transformed image 
Falsely detected solder 

pad due to pad offset area 

Colour quantized image after 

remapping offset area colour 

to background area colour 

Detected solder pad after 

remapping of offset area to 

background area colour 

Original Image Detected Solder Pad 
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PCB tracks with light blue are mapped to a colour with minimum vector distance to the 

colour mapped for pad resulting a larger area for solder pad as illustrated in Figure 3.22. 

 

 

 

 

 

 

 

 

Figure 3.22: Mapped colours of light colour PCB tracks during colour transformation and colour 

quantization processes for gold plated solder pads on blue colour PCBs 

 

The same procedure described earlier for eliminating pad offsets, is used to eliminate the 

effect of light colour PCB tracks (Vector distance range for light colour PCB tracks : 345 

≤ x ≤ 370). Figure 3.23 illustrates the outcome of this methodology over different solder 

pads that connect with light colour PCB tracks on blue colour PCBs. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.23: Accurate detection of solder pads after removing the effect of PCB tracks on blue 

colour PCBs with gold-plated solder pads 

 

Table 3.5 summarizes the success rate for YIQ colour model after using the developed 

methodology for removing the effect of pad offsets and light colour PCB tracks. 

Original Image RGB to YIQ 

Transformed Image 
Colour Quantized Image 

Original Image Falsely detected 

solder pad 

Detected solder pad after 

re-segmentation 
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Table 3.5 depicts that the new algorithm successfully eliminates the effect of 

manufacturing defects and surface finish of blue and green colour PCBs with gold plated 

solder pads. Even though the modified version of I1I2I3 colour space, was stated to provide 

better outcome for solder pad segmentation in [42], it could be shown that a single colour 

model is not capable of giving a more precise image segmentation for different PCB 

colours with different solder pads according to the results obtained in Sections 3.2-3.4. 

Table 3.5: Successful detection rate after removing the effect of pad offsets and tracks 

 

PCB Type 
Controlled 

Situation 

Detection rate of before 

removing the effect of 

pad offsets & PCB 

tracks 

Detection rate after 

removing the effect of 

pad offsets & PCB 

tracks 

Gold Plated 

Solder Joint on 
Green Colour 

PCB 

Normal Condition 

(without any 
defect) 

90% 98% 

Connected with 

PCB Track / Highly 
Illuminated 

100% 100% 

Flux Applied 88% 88% 

Gold Plated 

Solder Joint on 

Blue Colour 
PCB 

Normal Condition 

(without any 
defect) 

100% 100% 

Connected with 

PCB Track / Highly 

Illuminated 

72% 100% 

Flux Applied 68% 80% 

 

Since there is no requirement of externally applied flux other than the flux available in 

solder wire, the negative impact of flux was not given a higher priority. Furthermore, the 

precise identification of solder pad from its background further enables to have real time 

calibration of positioning accuracy of the robotic system. In this research, it could be 

identified that the component lead plays a significant role when classifying the quality of 

the solder joint. Therefore, several methods were developed to precisely segment the 

component lead from the detected solder pad prior to soldering and finds its new location 

inside the solder joint once the soldering process is completed. Chapter 4 describes the 

implementation of this methodology in a detailed way. 
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4. Identification and Localization of THT Component Lead 

 

The results acquired in first two stages of the AOI system, show that a significant success 

could be acquired. Even though, the first impression in someone’s mind may be to start 

soldering once a pad is identified, it could be revealed that the component lead top must 

be prior identified and localized inside solder joint to provide robust quality inspection 

capability. This chapter describes how this task can be effectively accomplished. Figure 

4.1 illustrates the proposed system architecture. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1: The implemented methodology to detect and localize lead top of a component 

 

Section 4.1, explains the importance of identifying and localizing the component lead 

inside a solder joint. 

4.1 Importance of Identification and Localization of THT Component Lead Top 

inside a Solder Joint 

 

The shape of a solder joint does not possess a consistent appearance. Therefore, it increase 

the complexity of the solder quality assurance process. Once a pad is soldered, it will be 

completely a new object to the vision system, except the component lead top that provides 

Drill-Hole Identification of the Segmented solder pad 

Segmentation of lead top from solder pad region 

Initiate soldering process 

Lead Detected? 

Notify the user 

Localize new lead top location inside solder joint 

Yes No 

Detect solder joint 

Is size comparison valid? 

Yes 
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only relationship to the joint’s previous state. Further, the location of the component lead 

top governs the shape of the solder joint and illumination distribution across it. According 

to the observations carried out on 500 different solder joints, it could be observed that the 

detection and localization of THT component lead top is important in three main aspects. 

 

 Verification of component availability can be performed by verifying the existence 

of component lead prior to soldering. 

 

 Higher probability of detecting lead tops which possess a darker colour comparing 

to solder paste, as a not soldered area at solder quality classification stage. 

 

 The location of lead top has a direct impact on the shape of the solder joint and the 

illumination distribution across it. Since the AOI system analyse the light 

distribution across the solder joint surface for the determination of amount of 

applied solder, the knowledge of its exact location is vital. 

Figure 4.2 provides examples for above discussed situations. In Figure 4.2 (b), it can be 

seen that there is a high possibility to identify the lead top as a soldering defect because 

of its much darker colour comparing to its background. Therefore, it is clear that lead top 

must be prior identified and localized in order to enhance the accuracy and robustness of 

the vision system.  

 

The human vision system identifies the shape of an object, based on the distribution of 

reflected light over its surface. The shape of the object adds a significant impact over the 

light intensity distribution, when it is being viewed in orthogonal direction. In this 

application, the direction of the camera is perpendicular and concentric to the solder joint 

being inspected. Therefore, the distribution of light captured from the camera, depends on 

the shape of the solder joint. Figure 4.2 (c) provides an example of a solder joint with 

excess solder. 
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Figure 4.2: Importance of localizing the component lead top inside the solder joint. (I). 

Component with darker lead. (II). The impact of component lead on the light distribution across 

the solder joint. (a). Bare solder pad and drill-hole region. (b). Existence of darker area inside the 

solder joint. (c). Solder joint with excess solder. (d). Good solder joint. (e). Solder pad with 

colourful component lead. (f). Distribution of light across the solder joint 

 

In Figure 4.2 (II) (c) and (f), it can be seen that the light intensity decreases from lead top 

to PCB surface in an over soldered joint while it is in opposite direction for a good solder 

joint. In Figure 4.2 (II) (f), it can be seen that the distribution of light intensity from top to 

bottom is consistent (bright) along in the directions denoted by “1”, “2” and “3”, whereas 

the intensity decreases along in the directions denoted by “4” and “5”. Therefore, this AOI 

system localizes it precisely to provide a robust solder quality classification process. 

However, the vison systems described in [12] and [13] are not capable of taking the 

advantage of this parameter since they inspect the solder quality in different platforms 

rather than the platform that soldered them. Section 4.2 provides a detailed explanation on 

the implementation of the methods to identify component lead. 

(a) 

(b) 

(I) 

(e) (f) 

(c) (d) 

1 
2 

3 
4 

5 

(II) 
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4.2 Segmentation of THT Component Lead Top from Solder Pad Region 

In Section 4.1, a detailed explanation has been given on the importance of identifying and 

localizing the component lead. Its segmentation from bare solder pad can be accomplished 

either of following three ways prior to the soldering process. 

 

1. Process the entire solder pad area and identify the lead top out of it. 

2. Extracts the drill-hole region based on CAD data and segments the lead top. 

3. Automatically identifies the drill-hole and then segments the lead top. 

The first method is not robust enough at situations where the colour dissimilarity between 

the component lead and the solder pad is minimum. This impact would be detrimental, 

when the component lead touches the solder pad as illustrated in Figure 4.3. No algorithm 

will not be capable enough to identify the lead from its background without introducing 

heavy computational complexity to the segmentation process. 

 

 

 

 

 

 

 

 

 

 

Figure 4.3: Impact of colour similarity between solder pad and component lead on segmentation 

accuracy. (a). For gold plated solder pads . (b). For tin plated solder pads 

 

Therefore, the priority was given to 2nd and 3rd methods. Eventually the 3rd was chosen 

because of the below disadvantages of the 2nd method. 

 The resolution computed during camera calibration procedure can contain 𝜇𝑚 

level error and it is proportional to the size of the solder pad. Therefore, that error 

can either introduce some pad area as the drill-hole or results in loss of some 

portion of drill-hole. 

(a) 

(b) 
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 Slight offsets occurred due to imperfections of PCB drilling process usually result 

in mismatched dimensions to that of CAD information as illustrated in Figure 4.4 

(Majority of the cases actual drill-hole is quite large than the actual size). 

 

 

 

 

 
Figure 4.4: The offset between the computed size (based on CAD data) and the actual size of the 

drill-hole. Small and large blue colour circles denote computed drill-hole and pad dimensions 

based on CAD data. Red colour bounding box denotes the segmented solder pad 

Section 4.2.1 describes how the drill-hole region is automatically identified. 

4.2.1 Automatic Computation of Drill-hole Region 

 
The following algorithm is developed to segment the area contained by the drill-hole 

region as depicted in steps 1-11 (refer Figure 4.5 for the structure of the algorithm). 

Step 1: Segmented solder pad is transformed into HSV colour space. (see Figure 4.6) 

Step 2: Colour transformed image is clustered into six colour classes. (see Figure 4.7 (b)). 

Step 3: Colour clustered image is thresholded using a predetermined threshold value. (see 

Figure 4.7 (c)). 

Step 4: Find the largest contour, 𝐶𝐿  and compare its size and distance from the image 

centre against predetermined threshold values 𝐴𝑇𝐻𝑀𝑖𝑛  and 𝐷𝑇𝐻. If the result is false, user 

is alarmed. 

Step 5: The second largest contour area, 𝐶𝑀 , is found by the algorithm, if the resulted area 

of 𝐶𝐿  is below a predetermined threshold, 𝐴𝑇𝐻_𝑀𝑎𝑥. Unless the algorithm jumps to Step 6.  

Step 6: Set all the pixels to zero, that are not contained by the selected contours. Then 

generate the binary image 𝐼𝑆 that contain the required information to approximate drill-

hole region. (see Figure 4.7 (d)). 
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Step 7: External boundary points of 𝐼𝑆, in all four directions, top-centre, left-centre, 

bottom-centre and right-centre are computed according to Eq. (37)-(40). 

𝑃𝐿𝐶(𝑋) = (𝑝(𝑥 − 1, 𝑦) == 0 && 𝑝(𝑥, 𝑦) == 255 )? 𝑃𝐿𝐶 ∪ 𝑝(𝑥, 𝑦):𝑁𝑂𝑃 ∀(𝑥, 𝑦)

∈ ((0,𝑊 2⁄ ), (0, 𝐻))                                                                                                   (37) 

𝑃𝐵𝐶(𝑋) = (𝑝(𝑥, 𝑦 + 1) == 0 && 𝑝(𝑥, 𝑦) == 255 )? 𝑃𝐵𝐶 ∪ 𝑝(𝑥, 𝑦):𝑁𝑂𝑃 ∀(𝑥, 𝑦)

∈ ((0,𝑊), (𝐻,𝐻 2⁄ ))                                                                                                  (38) 

𝑃𝑅𝐶(𝑋) = (𝑝(𝑥 + 1, 𝑦) == 0 && 𝑝(𝑥, 𝑦) == 255 )? 𝑃𝑅𝐶 ∪ 𝑝(𝑥, 𝑦):𝑁𝑂𝑃 ∀(𝑥, 𝑦)

∈ ((𝑊 2,𝑊⁄ ), (0, 𝐻))                                                                                                 (39) 

𝑃𝑈𝐶(𝑋) = (𝑝(𝑥, 𝑦 − 1) == 0 && 𝑝(𝑥, 𝑦) == 255 )? 𝑃𝑈𝐶 ∪ 𝑝(𝑥, 𝑦):𝑁𝑂𝑃 ∀(𝑥, 𝑦)

∈ ((0,𝑊), (0, 𝐻 2⁄ ))                                                                                                   (40) 

 

Where, 

NOP: No operation 

𝑃𝐿𝐶(𝑋), 𝑃𝐵𝐶(𝑋), 𝑃𝑅𝐶(𝑋) and 𝑃𝑈𝐶(𝑋) are the list of boundary points in left-centre, bottom-

centre, right-centre and top-centre directions respectively. 

𝑊 and 𝐻 are the width and height of 𝐼𝑆 respectively. 

 

Step 8: The average of 𝑃𝐿𝐶(𝑋), 𝑃𝐵𝐶(𝑋), 𝑃𝑅𝐶(𝑋) and 𝑃𝑈𝐶(𝑋) is computed and find the lists 

whose sizes are larger than the average and combine them to 𝑃(𝑋). (see Figure 4.8 (c)). 

Step 9: Find the point 𝑃1(𝑋) in 𝑃(𝑋) based on the list that contains the highest average 

(Ex: If 𝑃𝐿𝐶(𝑋) holds the highest average, then finds the point with minimum x coordinate). 

Then finds the point 𝑃2(𝑋) in 𝑃(𝑋) that holds the maximum distance to 𝑃1(𝑋). 

Step 10: Find the point, 𝑃𝑃(𝑋), which have maximum perpendicular distance to the line 

formed by 𝑃1(𝑋) and 𝑃2(𝑋) according to Eq. (41). (see Figure 4.8 (d)). 

 

𝑃𝑃(𝑋) = (𝑑𝑥 == 𝐷𝑀𝑎𝑥)?  𝑝(𝑥, 𝑦):𝑁𝑂𝑃 ∀𝑝(𝑥, 𝑦) ∈ 𝑃(𝑋)                                            (41) 
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Figure 4.5: Structure of the drill-hole segmentation algorithm 
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No 
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𝐶𝑀 
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Where, 

𝑑𝑥: perpendicular distance from point (𝑚, 𝑛) to the line 𝐴𝑥 + 𝐵𝑦 + 𝐶 = 0, denoted by: 

𝑑𝑥 =
|𝐴𝑚+𝐵𝑛+𝐶|

√𝐴2+𝐵2
 and 𝐷𝑀𝑎𝑥 is the maximum computed distance. 

Step 11: Compute the circle that goes through 𝑃1(𝑋), 𝑃2(𝑋) and 𝑃𝑃(𝑋) according to Eq. 

(42), since the drill-hole is a circular shape. (see Figure 4.8 (e)). 

[
𝐶𝑥
𝐶𝑦
𝑅

] = [

𝑥𝑃𝑥_𝑀𝑖𝑛(𝑋) 𝑦𝑃𝑥_𝑀𝑖𝑛(𝑋) 1

𝑥𝑃𝑦_𝑀𝑎𝑥(𝑋) 𝑦𝑃𝑦_𝑀𝑎𝑥(𝑋) 1

𝑥𝑃𝑃(𝑋) 𝑦𝑃𝑃(𝑋) 1

]

−1

[
 
 
 
 − (𝑥𝑃𝑥_𝑀𝑖𝑛(𝑋)

2 + 𝑦𝑃𝑥_𝑀𝑖𝑛(𝑋)
2 )

−(𝑥𝑃𝑦_𝑀𝑎𝑥(𝑋)
2 + 𝑦𝑃𝑦_𝑀𝑎𝑥(𝑋)

2 )

−(𝑥𝑃𝑃(𝑋)
2 + 𝑦𝑃𝑃(𝑋)

2 ) ]
 
 
 
 

                                       (42)                        

Where, 

𝐶𝑥 , 𝐶𝑦 , 𝑅 : x and y coordinates of the centre and radius of the circle that goes through points 

𝑃𝑥_𝑀𝑖𝑛(𝑋), 𝑃𝑦_𝑀𝑎𝑥(𝑋) and 𝑃𝑃(𝑋) respectively 

 

In Step 1, the segmented solder pad is colour transformed. Even though, a significant 

colour dissimilarity can be observed between the drill-hole and its immediate background, 

RGB colour model is not a suitable input for a colour clustering algorithm, because of 

high correlation among R, G and B components. Hence, an experimental basis analysis 

was carried out based on the procedure described in Section 3.2 over a sample of 200 

solder pads to find the best colour model. It could be observed that the HSV colour model 

is a suitable candidate. Figure 4.6 illustrates the outcome of several colour models that 

rendered a distinctive outcome over a bare solder pad. 

 

 

 

 

Figure 4.6: Results from colour transformation using several colour models over a segmented 

bare solder pad 

 

In Step 2, the colour transformed image is segmented using a colour clustering algorithm. 

Since, the drill-hole has a significant colour dissimilarity to its immediate background, k-

HSV HSL RGI XYZ Segmented Solder Pad 
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means clustering algorithm is used. However, there is a possibility for the existence of 

oxidized regions on the pad area that lead to a colour similarity with the drill-hole (refer 

Figure 4.7(a)). Therefore, Gaussian smoothing function is used to further minimize the 

effect of such regions. In order to further increase the stability, an analysis was carried out 

over a sample of 200 solder pads, to determine the number of colour clusters required to 

map such regions into different clusters to that of drill-hole. It could be observed that 

clustering into six clusters could diminish the effect of such areas. 

 

 

 

 

 

 

 

 
 

 

 
Figure 4.7: Generation of a binary image to compute area covered by drill-hole. (a). Input image. 

(b). Colour clustered image. (c). Thresholded image. (d). Generated binary image for drill-hole 

boundary definition 
 

According to Figure 4.7 (b), it can be seen that the colours of oxidized areas have been 

mapped to clusters with different hues than that of drill-hole.  

 

In Steps 3-4, the clustered image is thresholded based on a predetermined threshold value 

and finds the largest contour, 𝐶𝐿based on following outlines. 

 

 Largest among the detected contours (𝐶𝐿) must be contained by the drill-hole. 

 The existence of the largest contour must be closer to the centre of the image (since 

the centre of the drill-hole coincide with the image centre with minimum offset). 

  

The size of 𝐶𝐿 and distance offset (𝐷[𝐶𝐿]) are normalized to make them independent from 

sizes of solder pad and drill-hole. Furthermore, this comparison minimizes the likelihood 

(a) (b) (c) (d) 

(I) 

(II) 

(III) 
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of selecting an area on the solder pad as 𝐶𝐿  at situations where a substantial area of the 

drill-hole is covered by the component lead and the existence of darker regions on the 

solder pad. If no contour can be found that meet above conditions, the user is notified. 

In Step 5, the second largest contour area is found, if the area of 𝐶𝐿  is below a 

predetermined threshold, 𝐴𝑇𝐻_𝑀𝑎𝑥. This is performed based on following outlines. 

 It must be larger than a predetermined threshold 

 The distance difference between the centres of 𝐶𝐿  and image centre, must be lower 

than a predetermined threshold value 

A contour that satisfies both of above conditions is selected as the second largest contour, 

𝐶𝑀. If no contour can be found that meets above conditions, the user is notified.  

 

In Step 6, The binary image (𝐼𝑆) is computed by setting the value of pixels that are not 

contained by these contours to zero (refer Figure 4.7 (d)). 𝐼𝑆 now holds the useful regions 

to approximate the area contained by the drill-hole. 

 

In Step 7, the outer boundary of the contour regions in 𝐼𝑆 is computed in four directions 

top-centre, left-centre, bottom-centre and right-centre. This is because, the outer boundary 

pixels represent the boundary between the drill-hole and solder pad. 

In Step 8, the average of the boundary points acquired in Step 7 is computed to determine 

the most dominant areas where the contours lie. This is because, if there are open regions 

in 𝐼𝑆 as in Figure 4.7 (II), there is a likelihood that the boundary points being detected in 

inner boundaries of combined contour regions. That will lead to a false computation in 

Step 11. 

In Steps 9-10, three points, 𝑃1(𝑋), 𝑃2(𝑋) and 𝑃𝑃(𝑋), are computed to find the circle that 

goes through them. First two points, 𝑃1(𝑋) and 𝑃2(𝑋), are computed based on the nature 

of distribution of contour region in order to provide a significant distance difference 

between them to increase the accuracy of detecting 𝑃𝑃(𝑋). Finally, in Step 11, the centre 

point and the circle radius is computed that goes through these points (see Figure 4.8(e)). 



83 
 

 

 

 

 

 

 

 

 

 

Figure 4.8: Automatic computation of the drill-hole. (a). Input image. (b). Computed binary 
image for drill-hole approximation. (c). Computed boundary points (red colour). (d). Selected 

three boundary points to compute drill-hole (blue colour). (e). Computed drill-hole 
 

The action represented by “User is alarmed” in Figure 4.5, occurs when the vision system 

cannot acquire enough information from the segmented solder pad to generate the circular 

region containing the drill-hole. This usually happens at situations when:  

 the component lead tightly fits inside the drill-hole, minimizing hole visibility; 

 the reflection of light inside the drill-hole alters its colour significantly; 

 the distance offset (|∆𝑑|) between the centres of the image and the computed circle 

is beyond the defined threshold value, 𝑑𝑇𝐻; 

 the offset (|∆𝑟|) between the radius of computed circle and radius of drill-hole 

acquired from CAD file is beyond the defined threshold, 𝑟𝑇𝐻. 

In such a case, the vision system maps the dimension from the CAD file on the segmented 

solder pad and notify the user asking the permission to proceed. The performance of this 

algorithm was evaluated under different conditions as tabulated in Table 4.1. Here the 

successful detection rate means the identification of drill-hole region with less than 3% 

error in both dimensions (height and width) comparing to visible size of the drill hole 

measured in pixel count. 

  

(a) (b) (c) (d) (e) 
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Table 4.1: Successful detection of drill-hole region of a solder pad 

Lighting Condition 

Segmentation of drill-hole using 

CAD data 

Segmentation of drill-hole using 

proposed algorithm 

Successful 

Detection Rate 

False Detection 

Rate 

Successful 

Detection Rate 

False Detection 

Rate 

Highly Illuminated 88% 12% 97% 3% 

Normally Illuminated 88% 12% 100% 0% 

Poorly Illuminated 88% 12% 92% 8% 

 

Finally, the AOI segments finds the existence of the component lead inside this region. 

4.2.2 Segmentation of Component Lead Top 

 

Since the colour of the component lead accommodates a significant number of different 

colours comparing to the colour of drill-hole, a colour image segmentation algorithm [47, 

57-61] or colour clustering algorithm would be a good choice to segment it from its 

background. After having some studying on graph-cut based colour image segmentation 

algorithm [58], it could be concluded that colour clustering based algorithms would be a 

good choice at this stage of this application due to following reasons. 

 The lead is also segmented into different regions since a graph-cut based image 

segmentation algorithm segments a given image into several homogenous regions 

(see Figure 4.9). 

 

 Computation time is comparatively higher than the colour clustering algorithms. 

This will be much higher, when it is required to deploy another algorithm to verify 

the first point. 

 

 

 

 

 

 

 

 

Figure 4.9: Results from a graph-cut based image segmentation algorithm. (a). Segmented solder 

pad and drill-hole region. (c). Segmented regions after the graph-cut based image segmentation 

(a) (b) 
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Even though, the distinct difference of colour between drill-hole and solder pad in Section 

4.2.1 reinforces the application of K-Means for image segmentation, the situation is not 

the same when the drill-hole area is considered alone. Some regions in the component lead 

top contains similar colour to that of its surrounding drill-hole. Therefore, the probability 

of mapping such regions into the same colour class of drill-hole, is higher. Hence, the 

performance of three colour clustering algorithms, K-means, Fuzzy C-means (FCM) [25] 

and mean-shift [25] was analysed in terms of: 

 the Euclidean distance of clustered colours inside lead top and drill-hole 

 computation time 

 repeatability of mapping colours into same colour clusters over consecutive trials 

 successful detection rate of the component lead 

The successful detection rate of an algorithm is computed based on the percentage of the 

detected area compared to the actual size of the component lead top. The actual size of the 

component lead top is calculated manually selecting the area contained by the lead top. 

The number of required colour clusters can be prior defined in both k-means and FCM 

colour clustering algorithms (five colour clusters have defined in this application), 

whereas mean-shift algorithm works with quantizing available colours into minimum 

possible number of clusters. Tables 4.2 presents the acquired results of these algorithms 

over a sample of 200 solder pad images. 

Table 4.2: Average euclidean distance of clustered colours inside lead top and drill-hole 

region for gold-plated component leads with reference to the origin of RGB colour cube 

Parameter 

Colour Clustering Algorithm 

K-means/units FCM/units Mean-shift 

Lead 
Top 

Drill-hole 
Lead 
Top 

Drill-hole 
Lead 
Top 

Drill-hole 

Average Euclidean 

distance 
248.3 60 196.5 27.3 NA NA 

Computation time / ms 69.68 562.36 985 

Repeatability / % 98% 98% 92% 

Successful Detection 
Rate / % 

98% 96% NA 
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The results obtained in Table 4.2 reveals that K-Means clustering algorithm outperforms 

other two algorithms in all criterias. Figure 4.10 illustrates few colour clustered images 

using the two main candidates. 

 

 

 

 

 

 

 

 

 

Figure 4.10: Resulted images from colour clustering algorithms for lead detection. (a). Detected 
solder pad image and filtered out drill-hole region. (b). Resulted image from k-means clustering. 

(c). Resulted image from FCM 

 

Next, the lead top must be extracted from its background. This task is accomplished by 

thresholding the resulted image from k-means colour clustering against a predetermined 

threshold value calculated based on the results acquired from a sample of 200 images. 

Figure 4.11 illustrates the segmented component lead top of several solder pads. However, 

Figure 4.11 (V) shows that the reflected light resulted from highly illuminated regions 

inside the solder pad lead to false detections in component availability verification (refer 

Figure 4.11 (V)(e)). These false detections must be eliminated effectively. Following 

algorithm is implemented to eliminate such effects. 

Step 1: The size of the largest contour (𝐶𝐿−𝐿𝑒𝑎𝑑) is compared against a predetermined 

threshold value (depends on the size of the drill-hole). If the result is true then Image ROI 

is set to 𝐶𝐿−𝐿𝑒𝑎𝑑  and jump to Step 2, otherwise the user is notified. 

Step 2: The external boundary points of the contour is computed according to Eq. (43). 

𝐵(𝑋) = 𝐵(𝑋) ∪ 𝑃(𝑋)                                                                                                                               (43)  

(a) (b) (c) 
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Figure 4.11: Detected component lead top inside the drill-hole region of the solder pad. (a). 

Extracted solder pad region. (b). Identified drill-hole region. (c). Resulted image after colour 

clustering. (d). Resulted image after thresholding and morphological filtering. (e). Computed 

centre point of the largest contour. (f). Solder pad image with detected component lead top. (I). 

Tin plated lead with ellipsoidal shape. (II). Gold plated lead. (III). Lead with highly illuminated 

areas. (IV). Lead with darker colour. (V). Empty solder pad with reflected light inside drill-hole. 

(VI). Empty solder pad with no reflected light 

 

 

 

(a) (b) (c) (d) (e) 

(I) 

(II) 

(III) 

(IV) 

(V) 

(VI) 

(f) 
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Where, 

𝑃(𝑋) = ((𝑝 => 𝑝. 𝑥 == 𝑀𝑖𝑛[𝐶(𝑋𝑖).𝑋]) || (𝑝 => 𝑝. 𝑥 =

= 𝑀𝑎𝑥[𝐶(𝑋𝑖).𝑋]))?  𝐶(𝑋𝑖): {} ∀𝑋𝑖(𝑥, 𝑦) ∈ 𝐶(𝑋) 

 
𝐶(𝑋) = ((𝑝(𝑥 − 1, 𝑦) == 0 || 𝑝(𝑥 + 1, 𝑦) == 0) && 𝑝(𝑥, 𝑦) =

= 255))? 𝐶(𝑋) ∪ 𝑝(𝑥, 𝑦): 𝑁𝑜𝑃 ∀(𝑥, 𝑦) ∈ ((0,𝑊), (0, 𝐻)) 

 

Here W and H are the width and height of the ROI set image respectively. 

Step 3: The centre point, 𝐶𝐿−𝐿𝑒𝑎𝑑(𝑋), of 𝐶𝐿−𝐿𝑒𝑎𝑑  is computed according to Eq. (44). (See 

Figure 4.11 (e).) 

 

𝐶𝐿−𝐿𝑒𝑎𝑑(𝑋) = (
𝜇1,0
𝜇0,0

,
𝜇0,1
𝜇0,0

)                                                                                                                     (44) 

Where, 

𝜇0,0 =∑∑(𝑝(𝑥, 𝑦) == 255)? 1: 0

𝐻

𝑦=0

𝑊

𝑥=0

 

 

𝜇1,0 =
∑ ∑ (𝑝(𝑥, 𝑦) == 255)? 𝑥: 0𝐻

𝑦=0
𝑊
𝑥=0

𝜇0,0
 

 

𝜇0,1 =
∑ ∑ (𝑝(𝑥, 𝑦) == 255)? 𝑦: 0𝐻

𝑦=0
𝑊
𝑥=0

𝜇0,0
 

 

Step 4: The distances between 𝐶𝐿−𝐿𝑒𝑎𝑑(𝑋) and each point in 𝐵(𝑋) is calculated and the 

Standard Deviation (SD) of the distribution is computed.  

Step 5: The computed SD is normalized with respect to 𝑅 and compared against a 

predetermined threshold. If it is higher, then 𝐶𝐿−𝐿𝑒𝑎𝑑  is discarded and user is notified. 

In Step 1, the image ROWis set to 𝐶𝐿−𝐿𝑒𝑎𝑑 . This is done in order to avoid the impact of 

other smaller contour regions in the original image. 
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In Step 2, each boundary point of 𝐶𝐿−𝐿𝑒𝑎𝑑  is computed to provide a reasonable 

approximation to its shape. 

 

In Step 3, the centre point, 𝐶𝐿−𝐿𝑒𝑎𝑑(𝑋), is calculated based on the moments of 𝐶𝐿−𝐿𝑒𝑎𝑑 . 

Because 𝐶𝐿−𝐿𝑒𝑎𝑑(𝑋) is geometrically important, when predicting the contour distribution. 

 

In Step 4, the distances from each boundary point to 𝐶𝐿−𝐿𝑒𝑎𝑑(𝑋) is calculated to 

approximate the distribution of the contour. If 𝐶𝐿−𝐿𝑒𝑎𝑑  is contained by a region other than 

the lead top, then it usually possesses a narrow shape with a wider distribution. This results 

in a higher SD, since the variance of distance differences between 𝐶𝐿−𝐿𝑒𝑎𝑑  and boundary 

is higher. If 𝐶𝐿−𝐿𝑒𝑎𝑑  is contained by the component lead, then the variance of the distance 

differences are minimum, resulting a lower SD. 

 

In Step 5, the computed SD is normalized with respect to 𝑅 since the sizes of the 

component lead and the drill-hole are approximately proportional. 

 

The implementation of this algorithm could significantly reduce the impact of the light 

reflections inside the drill-hole (Refer Figure 4.11 (V)-(VI)). If no lead is detected, the 

user is notified robotic and no soldering is performed. The automatic assurance of the 

component availability increases the reliability and the robustness of this vision system. 

In Section 4.3, the suitability of several methods to localize the lead top inside the solder 

joint once the soldering is performed by the robotic system, was evaluated. 

 

4.3 Localization of THT Component Lead inside Solder Joint 

 

The requirement of precisely localizing the component lead top inside the solder joint is 

important because of slight position drifts of lead occurred due to force applied from 

solder iron. In Chapter 2, the suitability of SIFT, SURF and FAST algorithms was 

analysed to localize the lead top inside the solder joint. Figure 4.12 illustrates the outcome 

of these algorithms on a component lead that have distinctive colour compared to the 

colour of solder at different threshold levels. 



90 
 

  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.12: Application of feature extraction algorithms for lead top localization. (I). Feature 
detected lead top image. (II) Feature matched lead top image.  (III). ROI set solder joint. (a). 

Application of SURF feature detector. (b). Application of SIFT feature detector. (c). Application 

of FAST feature detector 

 

According to Figure 4.12, it can be seen that no feature detector is neither capable of 

identifying significant number of key-points nor performing consistent matching. 

Moreover, the change of appearance in lead top (common for THT component lead) after 

the soldering can negatively impact the performance of feature detectors. Since the 

availability of the component is known, the suitability of template matching algorithms 

(See Chapter 2) were verified as illustrated in Table 4.3, over a sample of 200 solder joints.  

Table 4.3: Successful and erroneous detection rate of lead top inside the solder joint 

using template matching algorithms with respective average computation time 

 

Algorithm Name Success Rate Erroneous rate Computation time/ms 

TM_SQDIFF 95% 5% 31.9 

TM_SQDIFF_NORMED 90% 10% 31.9 

TM_CCORR 85% 15% 30.5 

TM_CCORR_NORMED 75% 25% 30.5 

TM_CCOEFF 70% 30% 29.7 

TM_CCOEFF_NORMED 75% 25% 31 

TH= 500 

TH= 400 

TH= 300 

(a) 

(I) (II) (III) 

TH= 0.03 

TH=0.025 

TH= 0.02 

(b) 

(I) (II) (III) 

TH=20 

TH=10 

TH=15 

(c) 

(I) (II) (III) 
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Here, the successful rate means the localization of lead top with an IoU greater than 0.8 

with respect to manually define lead top area. Results in Table 4.3, illustrates that 

TM_SQDIFF outperforms other peer algorithms. Figure 4.13 illustrates the results 

obtained using SQDIFF algorithm at several situations. 

 

 

 

 

 

 

 

 

 

 

Figure 4.13: Localized THT component lead top with higher colour dissimilarity to solder paste 

on several solder joints using SQDIFF template matching algorithm. (a). Detected solder pad 

area. (b). Detected lead top using k-means clustering. (c). Localized lead top inside solder joint 
using SQDIFF template matching algorithm 

 

Even though the outcome of TM_SQDIFF is accurate, its performance varies when the 

colour dissimilarity between the lead top and solder paste is minimum. Figure 4.14 

illustrates the poor outcome of SQDIFF algorithm over several solder joints with tin plated 

leads where the colour dissimilarity is minimum. Since the processing time is a critical 

parameter, the application of a complex algorithm is not a viable option to solve this 

problem. Therefore, it is required to have a simple method that is capable of rendering the 

expected accuracy level with less computation time. 

 

Inspired from the work carried out in Chapter 3, the performance of colour models was 

evaluated over a sample of 200 solder joints together with the above described template 

matching algorithms as illustrated in Table 4.4. According to those results, it can be seen 

that HSL and HSV colour models were able to provide a higher accuracy level together 

with SQDIFF template matching algorithm comparing to other combinations of colour 

models and template matching algorithms. 

(c) (b) (a) 
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Figure 4.14: Localized THT component lead top with lower colour dissimilarity to solder paste 

on several solder joints using SQDIFF template matching algorithm. (a). Solder joints with tin 

plated component leads. (b). Detected component lead. (c). Localized lead top using SQDIFF 

algorithm defined by red colour rectangular boundary. (d). Deviation between localized (red 
colour) and the actual location (green colour) of lead tops 

 

Table 4.4: Successful detection rate of lead top inside the solder joint using template 

matching algorithms over different colour models 

 

Colour 

Model 
SQDIFF 

SQDIFF_

NORMED 
CCORR 

CCORR_

NORMED 
CCOEFF 

CCOEFF_

NORMED 

HSV 98% 90% 70% 50% 50% 45% 

HSL 99% 90% 60% 55% 50% 50% 

YIQ 70% 65% 51% 54% 58% 51% 

RGI 85% 75% 50% 55% 55% 55% 

CMYK 80% 85% 97% 94% 90% 85% 

Lab 90% 85% 90% 80% 80% 80% 

I1I2I3 85% 75% 80% 80% 70% 75% 

I1I2I3 
Mod. 

62% 58% 60% 55% 60% 66% 

YCbCr 51% 45% 50% 46% 45% 48% 

 

Figure 4.15 illustrates the outcome of the colour models that possess the successful 

percentage greater than 75%. The lead top typically possess the highest position inside the 

solder joint. This geographical location further enables it to contain the highest 

illumination level. This fuels the success rate achieved by both HSL and HSV colour 

models since they map intensity value of light to a separate channel (Value (V) for HSV 

(a) (b) (c) (d) 
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and Lightness (L) for HSL).This light distribution pattern on the lead top does not undergo 

a significant difference between post and prior stages of soldering unless it is heated for a 

longer time. However, HSL colour model was selected since it slightly outperforms HSV 

by 1% of successful detection. Figure 4.16 illustrates the localized lead tops in several 

solder joint images using this methodology. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.15: Localized lead top using SQDIFF algorithm over several colour models. (a). Colour 

space transformed lead top image. (b). Colour space transformed ROI set solder joint. (c). Lead 

top localized solder joint 

HSV 

HSL 

RGI 

CMYK 

Lab 

I1I2I3 

(a) (b) (c) 

Detected solder 

pad 

Detected 

component lead top 

Solder joint 
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Figure 4.16: Detected THT component lead top on several HSL colour transformed solder joints 

using SQDIFF template matching algorithm 
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These results have been obtained under different controlled situations like, highly 

illuminated conditions (2nd, 5th and 6th rows), over heated conditions where the colour of 

the component lead has been faded (1st and 3rd rows) and when considerable area of the 

component lead is covered by the solder (4th row). According to the results presented so 

far in Chapter 4, it could be seen that the proposed methods have provided a higher 

accuracy level in identifying and localizing the THT component lead top at a very low 

computational cost.  As described earlier in Section 4.1, the precise implementation of this 

stage lays a strong foundation for the operation of solder quality inspection platform. 

Chapter 5 describes the implementation of solder quality classification stage of the 

implemented AOI system. 
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5. Classification of the Quality of THT Solder Joints 

 

The primary task of an AOI system is to provide a non-contact testing capability over a 

given PCB to inspect for soldering defects occurred during an assembling process. This is 

the core of any vision system deployed in EMS industry. As described in Chapter 1, the 

implemented vision system inspects every action performed by the robotic system, 

whereas other commercially available systems perform the inspection on already soldered 

joints.  

In Chapters 2-4, a detailed explanation on the implementation of the supporting stages for 

the classification of the quality of THT solder joints has been provided. These chapters 

sequentially described the importance of each stage and their impact on the robustness 

and accuracy of the solder quality assurance process. This Chapter describes the 

implementation of most critical task involved with the AOI system, soldering quality 

classification.  In Chapter 5, a detailed overview has been provided on a set of new 

algorithms that have been developed to identify and localize various types of soldering 

defects precisely. It would be better to understand the types of soldering defects that may 

occur during a soldering process before going deeper into the methods developed to 

identify them. Section 5.1 presents a detailed overview on several soldering defect types 

that have been primarily focused in this study. 

 

5.1 Types of Soldering Defects on THT Solder Joints 

 

Soldering defects are the irregular distributions of applied solder by a human operator or 

a soldering mechanism across a bare solder pad during the soldering process. The precise 

identification of these defects is highly preferred inside a standard assembling process, 

since prior identification of such defects leads to minimize the deficiencies within the 

manufacturing process. In this research, an automatic solder quality inspection mechanism 

that is integrated with a THT soldering system, has been implemented. The soldering 

defects that are more likely to occur inside a solder joint, can be summarized as given 

below. 
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 Solder bridging (Figure 5.1(a)):  

 Not soldered areas (Voids) inside the drill-hole region (Figure 5.1(b)): 

 Voids on solder pad area (Figure 5.1(c)) 

 Excess solder on solder joints (Figure 5.1(d)) 

 

 

 

 

 

 

 

 

 

 

Figure 5.1: Different types of soldering defects. (a) Solder bridging. (b) Voids inside drill-hole 
region. (c) Voids on the pad region. (d) Excess solder on the joint 

 

The proposed AOI system is capable of identifying above solder defects precisely for 

different solder mask colours, pad colours, lead colours and shape of the solder joint under 

varying illumination levels. All these features are implemented using the orthogonally 

acquired images from a camera placed perpendicular to the placed PCB. Automatic 

classification of soldering defects adds a huge advantage for any soldering robotic system 

in terms of providing the possibility of automatic soldering defect identification and 

reworking over defective solder joints. Sections 5.2-5.5 describe the algorithms that can 

be effectively used to detect four major types of soldering defects and evaluate their 

performance under different practical and environmental conditions. 

Not soldered areas inside the drill-hole 

region of the solder joint 

Not soldered areas across the solder 

pad region of the solder joint 

(a) (b) 

(c) (d) 



98 
 

5.2 Identification the Defect of Solder Bridging 

Solder bridges as shown in Figure 5.1 (a) are created due to spreading out of accumulated 

solder on the soldering iron tip to neighbouring solder pads. Solder bridges are identified 

by comparing area of the solder pad and solder joint. In Chapter 2, colour model which 

maximizes the vector distance between the solder pad area (foreground) and immediately 

surrounding PCB area (background) is presented for different PCB solder mask colours 

and for different pad plating types. The same technique is proposed to identify the solder 

joint. Table 5.1 depicts the mean (𝜇) and standard deviation (𝜎) of the vector distance 

between a foreground and the background of the soldered joint for nine different colour 

models and four different solder mask colours. These results were acquired over a sample 

of 150 solder joints for each solder mask colour.  

Table 5.1: Mean (𝜇) and standard deviation (𝜎) of the vector distance between the foreground 

and background of the soldered joint for nine different colour models and four different solder 

mask colours 

Colour 

Model 

Green Solder 

Mask 

Blue Solder Mask Red Solder Mask Black Solder 

Mask 

 

𝝁 𝝈 𝝁

𝝈
 𝝁 𝝈 𝝁

𝝈
 𝝁 𝝈 𝝁

𝝈
 𝝁 𝝈 𝝁

𝝈
 

RGB 289.5

5 

40.8

6 

7.09 324.1

5 

41.2 7.87 104.5

89 

18.86

8 

5.54 112.0

4 

20.10

3 

5.57 

HSV 205.2

3 

16.1

5 

12.7

1 

235.1 5.99 39.2

5 

196.1

87 

14.16

3 

13.8

5 

108.0

6 

9.911 10.9

0 

HSL 231.1

8 

37.2 6.21 237.3 32.1

5 

7.38 150.6

20 

23.46

3 

6.42 69.38 10.96

7 

6.33 

YIQ 290.1

2 

40.1

5 

7.23 307 28.2 10.8

9 

74.64

4 

9.096

7 

8.21 76.99 9.900 7.78 

I1I2I3 

Modifi

ed 

134.2 12.1 11.0

9 

324.1

5 

41.2 7.87 63.43

9 

10.21

7 

6.21 48.57 12.67

8 

3.83 

YCbCr 206.3

2 

25.1

5 

8.20 235.1 5.99 39.2

5 

56.36

9 

11.13

1 

5.06 69.39 12.41

1 

5.59 

XYZ 279.1
3 

43.4 6.43 237.3 32.1
5 

7.38 38.84
3 

10.00
6 

3.88 108.5
6 

20.32
0 

5.34 

I1I2I3 259.1 43.5 5.96 307 28.2 10.8

9 

62.75

9 

26.46

9 

2.37 62.22 9.614 6.47 

Lab 161.2

3 

20.4 7.90 324.1

5 

41.2 7.87 61.28

7 

12.30

6 

4.98 72.44 12.15 5.96 
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From Table 5.1, it is clear that HSV colour model gives the highest value for the 
𝜇

𝜎
 ratio 

for all PCB solder mask types. Hence, HSV colour space is used with the k-means colour 

clustering algorithm to extract solder joints. The result generated by the k-means colour 

clustering algorithm is shown in Figure 5.2 (c) for the solder bridge show in Figure 5.1 

(a). Then the colour clustered image is converted into a binary image by thresholding to 

compare the size of the solder joint with respect to the corresponding solder pad size (refer 

Chapter 3). The detected solder bridge is shown in Figure 5.2 (d). Since this is the easiest 

type of defects to be identified, a deep analysis on the classification of this defect is not 

provided. 

 

 

 

 

 

 

 

Figure 5.2: Identification of Solder bridging among different solder pads. (a) Solder pad with 

component lead. (b) Solder bridge. (c) Result from k-means algorithm. (d) Detected solder 

bridge shown by red box 

 

5.3 Identification of Not Soldered Areas inside the Drill-Hole Region of a Solder Joint 

Solder voids as shown in Figure 5.1 (b) are created due to insufficient solder feeding, low 

tip temperature and poor tip conditions. In manual soldering, solder voids due to these 

imperfections is usually corrected by the operator then and there. There is a high 

probability of getting solder voids due to these imperfections in a soldering system which 

lacks the human skills. The only solution to overcome this problem is to identify these 

defects using an AOI system and carry out rework accordingly. These defects can be 

identified using a colour image segmentation algorithm. As the defect to be analysed is 

(a) (b) (c) (d) 
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within the drill-hole region, a masking image is generated based on the computed drill-

hole as described in Chapter 4, for image size reduction. Figure 5.3 illustrates how the 

region contained by the drill-hole is filtered from solder joint.  

 

 

 

 

 

 

 

 

Figure 5.3: Image size reduction for solder void detection inside drill-hole. (a) Solder joint. (b) 

Binary masking image. (c) ROI 

In order to identify the solder defects inside the drill-hole region, the suitability of 

following approaches was studied.  

 colour clustering using k-means, mean-shift and fuzzy c-means algorithms 

 graph-cut based image segmentation algorithm [57-61] 

Colour clustering is a process that reduces the number of distinct colours used in an image 

into homogenous colour clusters. Although, colour clustering is robust and efficient in 

many fields of image processing, it did not provide better results compared to graph-cut 

algorithm for the detection of solder voids inside the drill-hole region. The accuracy of 

these colour clustering algorithms was severely affected by the uneven illumination 

distribution, shape of the solder joint, shadows on the solder joint and flux residues.  

Graph-based image segmentation techniques models a given input image (I) in terms of a 

graph defined by Eq. (45) [58]. 

 
𝐺 = (𝑉, 𝐸)                                                                                                                                                   (45) 

& 

& 

(a) (b) (c) 
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Where, 

𝐺 : Undirected graph of I 

𝑉 : is a collection of nodes (𝑣𝑖 ∈ 𝑉), where each node (𝑣𝑖) corresponds to each pixel in 

the image. Here i=1, 2,...,(𝑚 × 𝑛) for (𝑚 × 𝑛) image 

𝐸 : is a collection of edges (𝑒𝑖𝑗 ∈ 𝐸), where each edge (𝑒𝑖𝑗) connects certain pairs of 

neighboring pixels (𝑣𝑖 and 𝑣𝑗) 

The input image I is prior smoothed by gaussian function to eliminate effects due to 

uneven illumination distribution. The collection of edges E is constructed by taking all 

nearest neighbour combinations around a given pixel P(x, y).  A weight 𝑤𝑖𝑗  is assigned to 

each 𝑒𝑖𝑗 which represents the dissimilarity (e.g., the difference in intensity, colour, motion, 

location or some other local attribute) between the two pixels 𝑣𝑖 and 𝑣𝑗 connecting the 

edge 𝑒𝑖𝑗 [58]. Although HSV colour model was better suited to identify solder joint against 

solder mask in the background, it could be found that the RGB colour model was better 

suited to identify the solder voids inside the drill-hole region by defining the weight 𝑤𝑖𝑗  

as defined in Eq. (46). 

 

𝑤𝑖,𝑗 = (
𝑑𝑃(𝑥,𝑦)+𝑑𝑃(𝑥′,𝑦′)

𝑑𝑚𝑎𝑥
) × 100                                                                                                (46)  

 
Where, 

𝑑𝑃(𝑥,𝑦) : √𝑅(𝑥,𝑦)
2 + 𝐺(𝑥,𝑦)

2 + 𝐵(𝑥,𝑦)
2  

𝑑𝑃
(𝑥′,𝑦′)

: √𝑅(𝑥′,𝑦′)
2 + 𝐺(𝑥′,𝑦′)

2 + 𝐵(𝑥′,𝑦′)
2  

𝑑𝑚𝑎𝑥   : √𝑅𝑀𝑎𝑥
2 + 𝐺𝑀𝑎𝑥

2 + 𝐵𝑀𝑎𝑥
2  

 

The value of 𝑤𝑖,𝑗 exists within the range of 0 to 200.  
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In a graph-based segmentation, V is clustered into a set of distinctive components 𝐶. Each 

component 𝐶𝑙 ∈ 𝐶 is represented by a set of vertices 𝑉𝑙 of the connected sub graph 𝐺𝑙 [58]. 

A binary predicate 𝐷(𝐶𝐴, 𝐶𝐵) is defined as in Eq. (47) to evaluate whether vertices 𝑣𝑖 and 

𝑣𝑗 connected by the edge 𝑒𝑖𝑗 belongs to two different components 𝐶𝐴 ∈ 𝐶  and 𝐶𝐵 ∈ 𝐶  or 

not. 

𝐷(𝐶𝐴, 𝐶𝐵) = {
𝑡𝑟𝑢𝑒;   𝑖𝑓 𝐷𝑖𝑓(𝐶𝐴, 𝐶𝐵) > 𝑀𝑖𝑛𝑡(𝐶𝐴, 𝐶𝐵)

𝑓𝑎𝑙𝑠𝑒;  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                     
                                                       (47) 

Where, 

𝐷𝑖𝑓(𝐶𝐴, 𝐶𝐵)  :  𝑤𝑖𝑗𝑣𝑖∈𝐶𝐴,𝑣𝑗∈𝐶𝐵,𝑒𝑖𝑗∈𝐸
𝑚𝑖𝑛                  

𝑀𝑖𝑛𝑡(𝐶𝐴, 𝐶𝐵) = min (𝐼𝑛𝑡(𝐶𝐴) + 𝜏(𝐶𝐴), 𝐼𝑛𝑡(𝐶𝐵) + 𝜏(𝐶𝐵)) 

𝐼𝑛𝑡(𝐶𝑙) =  𝑤(𝑒)𝑒∈𝑀𝑆𝑇(𝐺𝑙)
𝑚𝑎𝑥           

𝜏(𝐶𝑙) = 𝑘 |𝐶𝑙|⁄  

 
In Eq. (47), 𝐷𝑖𝑓(𝐶𝐴, 𝐶𝐵) represents minimum edge weight that connects two different 

components 𝐶𝐴 and 𝐶𝐵. Further, 𝐼𝑛𝑡(𝐶𝑙) represents largest weight in the minimum 

spanning tree (MST) of 𝐺𝑙 corresponding to component 𝐶𝑙. 𝑀𝑖𝑛𝑡(𝐶𝐴, 𝐶𝐵) denotes the 

minimum internal difference between components 𝐶𝐴 and 𝐶𝐵. The k is a user defined 

constant and |𝐶𝑙| is the size of the component 𝐶𝑙. 

 

Even though the kruskal’s algorithm [62] is used in [58] to obtain the MST corresponding 

to each component, prim’s algorithm [63] was used in this study. Because it can be easily 

implemented using matrix operations. The image is segmented using the following 

algorithm which is depicted in Figure 5.4. 
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Figure 5.4: Structure of the graph-cut image segmentation algorithm 

Segmentation completed with 𝐶 = {𝐶0, 𝐶1, 𝐶2…} 

Arrange 𝐸 = {𝐸0, 𝐸1, …𝐸𝑛}  in ascending order of weights where (𝑉𝐸𝑛𝑑𝐴𝑛 , 𝑉𝐸𝑛𝑑𝐵𝑛) ∈ 𝐸𝑛 

𝐶0 = {𝑉𝐸𝑛𝑑𝐴0 , 𝑉𝐸𝑛𝑑𝐵0}   

𝑛 = 𝑛 + 1 

𝑛 ≤ 𝑚 

Yes 

𝐶𝐴 =  (𝑉𝐸𝑛𝑑𝐴𝑛 ∈ 𝐶𝑙)? {𝑉𝐸𝑛𝑑𝐴𝑛}: {}  ∀C𝑙 ∈ 𝐶 𝑎𝑛𝑑 𝐶𝐵 =  (𝑉𝐸𝑛𝑑𝐵𝑛 ∈ 𝐶𝑙)? {𝑉𝐸𝑛𝑑𝐴𝑛}: {}  ∀C𝑙 ∈ 𝐶 

Define 𝐶 = {} and 𝑛 = 0 

𝑛 = 0 

NO 

Scenario 

3 

𝐷𝑖𝑓(𝐶𝐴,𝐶𝐵)
> 𝑀𝐼𝑛𝑡(𝐶𝐴, 𝐶𝐵) 

𝐶𝑙 = 𝐶𝐴 ∪ 𝐶𝐵 

Find MST of 𝐶𝑙 

NO 

Yes 

𝐶 = (𝐶𝐴തതത ∩ 𝐶𝐵തതത) − 𝐶ҧ 

𝐶 = 𝐶 ∪ 𝐶𝑙 

Scenario 

2 

𝐶𝑙 = (𝐶𝐴 ≠ {})? 𝐶𝐴: 𝐶𝐵 

𝐷𝑖𝑓(𝐶𝑙 , {𝑉𝑛})

> 𝑀𝐼𝑛𝑡(𝐶𝑙 , , {𝑉𝑛}) 

𝑉𝑛 = ( 𝑉𝐸𝑛𝑑𝐴𝑛 ∈ 𝐶𝑙)?𝑉𝐸𝑛𝑑𝐵𝑛: 𝑉𝐸𝑛𝑑𝐴𝑛 

Yes  𝐶𝑛𝑒𝑤 = {𝑉𝑛}  
𝐶 = 𝐶 ∪ 𝐶𝑛𝑒𝑤 

 𝐶𝑙 =𝐶𝑙 ∪ {𝑉𝑛}  
NO 

𝐶𝐴 ≠ {}   

&& 

𝐶𝐵 ≠ {}  

No 

Yes 

Scenario 

1 

𝐶𝑛𝑒𝑤 = {𝑉𝐸𝑛𝑑𝐴𝑛 , 𝑉𝐸𝑛𝑑𝐵𝑛}  

 𝐶 = 𝐶 ∪ 𝐶𝑛𝑒𝑤 

𝐶𝐴 = {}   

&& 
𝐶𝐵 = {}  

Ye

s 
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5.3.1 Graph-cut based image segmentation algorithm 

Step 1: Arrange E in ascending order and define component set 𝐶 = {}. Take the first edge 

in E and assign two vertices of selected edge 𝑣𝐸𝑛𝑑𝐴0  and 𝑣𝐸𝑛𝑑𝐵0  to 𝐶0 where 𝐶0 ∈ C.  

Step 2: Select next edge in E and execute the applicable Scenario in Step 3. 

Step 3: 

Scenario 01: 

Check whether the vertices 𝑣𝐸𝑛𝑑𝐴𝑛  and 𝑣𝐸𝑛𝑑𝐵𝑛  of selected nth edge are not contained in 

any component of 𝐶. Then add these two vertices to a new component 𝐶𝑛𝑒𝑤 where 𝐶𝑛𝑒𝑤 ∈

C. 

 

Scenario 02: 

Check whether either vertices 𝑣𝐸𝑛𝑑𝐴𝑛  or 𝑣𝐸𝑛𝑑𝐵𝑛  is contained in any component of 𝐶. Then 

compute the binary predicate 𝐷(𝐶𝐴, 𝐶𝐵) by taking the vertice 𝑣𝐸𝑛𝑑𝐴𝑛  or 𝑣𝐸𝑛𝑑𝐵𝑛not 

contained in any component of 𝐶, and the component which contains the vertices 𝑣𝐸𝑛𝑑𝐴𝑛or 

𝑣𝐸𝑛𝑑𝐵𝑛 . If 𝐷(𝐶𝐴, 𝐶𝐵) is false merge the vertices 𝑣𝐸𝑛𝑑𝐴𝑛  or 𝑣𝐸𝑛𝑑𝐵𝑛not contained in any 

component of 𝐶 with the component which contains the vertice 𝑣𝐸𝑛𝑑𝐴𝑛  or 𝑣𝐸𝑛𝑑𝐵𝑛  and find 

the new MST. Otherwise add the vertice 𝑣𝐸𝑛𝑑𝐴𝑛  or 𝑣𝐸𝑛𝑑𝐵𝑛  not contained in any 

component of 𝐶 to a new component 𝐶𝑛𝑒𝑤 where 𝐶𝑛𝑒𝑤 ∈ C. 

 

Scenario 03: 

Check whether both 𝑉𝐸𝑛𝑑𝐴𝑛  and 𝑉𝐸𝑛𝑑𝐵𝑛  are contained in two different components (𝐶𝐴 

and 𝐶𝐵) of 𝐶. Then compute the binary predicate (𝐷(𝐶𝐴, 𝐶𝐵)). If 𝐷(𝐶𝐴, 𝐶𝐵) is false, merge 

𝐶𝐴 and 𝐶𝐵 to a new component 𝐶𝑛𝑒𝑤 where 𝐶𝑛𝑒𝑤 ∈ C. Then find the MST of merged 

component. 

Step 4: Repeat Step 2 and 3 until all the edges in E are considered.  
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Figure 5.5 illustrates the results obtained by above algorithm for a good solder joint and 

solder joint with void inside its drill-hole. The area of the detected lead top inside the 

solder joint is masked out prior to segmentation process to reduce the computational 

overhead. Further, the number of pixels contained by the homogeneous regions is 

normalized with respect to the size of drill-hole region. The normalized value is compared 

against an experimentally computed threshold value. This comparison is performed in 

order to minimize the impact of smaller residues and darker regions inside the drill-hole. 

Figure 5.5 contains the regions whose sizes are larger than to this threshold value. 

 

 

 

 

 

 

 

 

 

Figure 5.5: Results from graph-cut based image segmentation over two solder joint types. (a) 

Input image. (b) ROI. (c) Large homogeneous regions (shown in blue) detected by graph-cut 

algorithm. (I) Good solder joint. (II) Solder joint with defect  

 

In order to classify each identified component as a defect or not, the average value of the 

MST of respective component was computed and compared against a user defined 

threshold. All components where average MST value is below the threshold is classified 

as a defect as illustrated in Figure 5.6. This classification may create false defects due to 

shadows and dark spots created by flux residues (See Figure 5.6 (II) (b)). 

 

False identification of defects due to shadows and dark spots can be minimized by 

inspecting the adjoining solder pad area. When there is a void inside the drill-hole, there 

is a high probability to get a solder void in the adjoining solder pad area (See Figure 5.7).  

(a) (b) (c) 

(I) 

(II) 
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In order to identify adjoining solder pad area also contains voids, this area must be 

extracted precisely using a masking image.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.6: Detected faults inside the drill-hole region for three solder joints types. (a) Input 

image and the segmented homogeneous regions. (b) Thresholded homogeneous regions. (c) 

Detected faults shown by red box. (I) No false detection. (II) False detection due to a shadow. 

(III) Perfect joint 

(I) 

(II) 

(III) 

(a) (b) (c) 
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Figure 5.7: Adjoining solder pad regions (blue colour) corresponding to detected voids inside 

drill –hole (red colour) 

5.3.2 Adjoining solder pad region extraction algorithm 

Step 1: Get the binary image that contains vertices in the given component 𝐶𝑙, where 𝐶𝑙 ∈

𝐶. Compute the line 𝐿1 connecting the image centre point (𝑥𝑐 , 𝑦𝑐) with the top left corner 

(𝑥𝐿1, 𝑦𝐿1)  and the line 𝐿2 connecting the image centre point (𝑥𝑐 , 𝑦𝑐) with the bottom right 

corner (𝑥𝐿2, 𝑦𝐿2) of the bounding rectangle 𝑅 that contains vertices in 𝐶𝑙 as given in Eq. 

(48) and (49) respectively. (See Figure 5.8) 

𝐿1 → 𝑦1 =
(𝑦𝐿1 − 𝑦𝑐)

(𝑥𝐿1 − 𝑥𝑐)
𝑥1                                                                                                           (48) 

 

𝐿2 → 𝑦2 =
(𝑦𝐿2 − 𝑦𝑐)

(𝑥𝐿2 − 𝑥𝑐)
𝑥2                                                                                                           (49) 

 

Step 2: Determine the intersect points of lines 𝐿1 and 𝐿2 with the outer boundary of solder 

pad as given in Eq. (50) and (51). 

 

𝑥𝐼𝑃_𝐿𝑥 = {
𝑥𝑐 − |𝑟𝑝 ∗ cos 𝛼𝐿𝑥|, 𝑥𝑐 > 𝑥𝐿𝑥     

𝑥𝑐 + |𝑟𝑝 ∗ cos 𝛼𝐿𝑥|, 𝑥𝑐 < 𝑥𝐿𝑥     
                                                                             (50)                              

 

𝑦𝐼𝑃_𝐿𝑥 = {
𝑦𝑐 − |𝑟𝑝 ∗ sin 𝛼𝐿𝑥|, 𝑦𝑐 > 𝑦𝐿𝑥     

𝑦𝑐 + |𝑟𝑝 ∗ sin 𝛼𝐿𝑥|, 𝑦𝑐 < 𝑦𝐿𝑥     
                                                                              (51)         

 

Where, 

(𝑥𝐼𝑃_𝐿𝑥 , 𝑦𝐼𝑃_𝐿𝑥): intersect points of line Lx, (x=1, 2) with the outer boundary of the pad 

Adjoining solder pad 

regions 
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 𝑟𝑝   : radius of the solder pad region 

𝛼𝐿𝑥   : gradient of the line Lx in radians 

 

Step 3: Determine the intersect points of lines 𝐿1 and 𝐿2 with the outer boundary of drill-

hole as given in Eq. (52) and (53). 

 

𝑥𝐼𝐷_𝐿𝑥 = {
𝑥𝑐 − |𝑟𝑑 ∗ cos𝛼𝐿𝑥|, 𝑥𝑐 > 𝑥𝐿𝑥     

𝑥𝑐 + |𝑟𝑑 ∗ cos𝛼𝐿𝑥|, 𝑥𝑐 < 𝑥𝐿𝑥     
                                                                            (52) 

 

𝑦𝐼𝐷_𝐿𝑥 = {
𝑦𝑐 − |𝑟𝑑 ∗ sin 𝛼𝐿𝑥|, 𝑦𝑐 > 𝑦𝐿𝑥     

𝑦𝑐 + |𝑟𝑑 ∗ sin 𝛼𝐿𝑥|, 𝑦𝑐 < 𝑦𝐿𝑥     
                                                                             (53)  

 

Where, 

(𝑥𝐼𝐷_𝐿𝑥 , 𝑦𝐼𝐷_𝐿𝑥): intersect points of line Lx, (x=1, 2) with the outer boundary of the drill-

hole 

 𝑟𝑑   : radius of the drill-hole 

𝛼𝐿𝑥   : gradient of the line Lx in radians 

 

 

 

 

 

 

 

 

 

 

Figure 5.8: Intersection of line segments 𝐿1 and 𝐿2 (blue lines) with outer boundary of solder 

pad (red dash circle) and outer boundary of drill-hole (green dash circle) 
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Step 4: Defines the masking region T covering the area defined by lines L1, L2 and the pad 

arc segment between intersect points (𝑥𝐼𝑃_𝐿1 , 𝑦𝐼𝑃_𝐿1) and (𝑥𝐼𝑃_𝐿2 , 𝑦𝐼𝑃_𝐿2) and the drill-hole 

arc segment between intersect points (𝑥𝐼𝐷_𝐿1 , 𝑦𝐼𝐷_𝐿1) and (𝑥𝐼𝐷_𝐿2 , 𝑦𝐼𝐷_𝐿2). 

Step 5: Extract the image of the adjoining solder pad region corresponding to detected 

void inside the drill-hole by masking the solder joint image region with T.  

 

Figure 5.9 depicts images corresponding to key steps of the above algorithm. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.9: Extracting adjoining solder pad region corresponding to detected voids inside the 

drill-hole region. (I) Detected voids and their adjoining solder pad regions. (II) Region T. (III) 

Extracted image of the adjoining solder pad region 

 

5.3.3 Verification of the availability of applied solder on adjoining solder pad region 

 

In a solder joint with voids on the adjoining solder pad, there is a considerable colour hue 

difference between the solder pad (gold and tin plated) and solder in majority of the cases. 

Even though, the RGB colour model rendered better outcome for gold-plated solder pads 

due to significant colour dissimilarity comparing to solder, experimental results showed 

that the HSL colour model was better suited for tin-plated pads. 

(I) 

(II) 

(III) 
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The suitability of k-means, FCM and mean-shift colour clustering algorithms were 

analysed to decide whether extracted regions contain voids. Table 5.2 illustrates the 

average euclidean distance, average computation time and repeatability for gold-plated 

and tin-plated solder pads. These values are calculated using 200 different solder joint 

images of size (45 ×  45) for each pad types. As Mean-shift algorithm quantizes 

available colours into minimum possible number of colour clusters, the euclidean distance 

for mean-shift algorithm is not included in Table 5.2. 

Table 5.2: Performance evaluation of clustering algorithms for solder void confirmation 

on adjoining solder pad to a detected void in drill-hole region 

Algorithm 
Pad 

Type 

Average Euclidean 

Distance/units 
Average Computation 

time/ms 
Repeatability 

Solder Pad Solder 

k-means 

Gold 

plated 
317.5 422.2 35.28 97% 

Tin 

plated 
120.3 235.2 60.57 96% 

 

FCM 

Gold 
plated 

324.5 422.2 103.28 97.2% 

Tin 

plated 
118.5 235.4 159.28 96% 

 

Mean-

Shift 

Gold 
plated 

NA NA 209.51 96% 

Tin 

plated 
NA NA 188.72 95% 

 

From Table 5.2, it can be seen that k-means and FCM provides similar average euclidean 

distance. All three algorithms have similar values for repeatability. But k-means clustering 

algorithm significantly outperforms FCM and mean-shift in terms of computation time. 

Since the computation time is a crucial parameter in this application, k-mean was chosen 

as the clustering algorithm to find voids on the adjoining solder pad. 

 

Once the filtered-out images are colour clustered as illustrated in Figure 5.10, they are 

thresholded against a predetermined threshold value (different threshold values for tin and 

gold-plated solder pads) that has been computed experimentally. Then the resulted binary 
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image is processed to compute the area of not soldered. Finally, the size of the computed 

area is compared against an adaptive threshold value that depends on the size of the 

adjoining pad (refer Section 8.4.1). Table 5.3 illustrates the successful (identification of 

>95% of defective area) and erroneous detection rate (identification of <95% defective 

area or falsely identified regions) of the graph-cut algorithm with and without the 

inspection of adjoining solder pad region, based on the results obtained over a sample of 

200 solder joints. Table 5.3 demonstrates that the inspection of adjoining pad region of 

the detected void inside the drill-hole, minimizes the erroneous detection rate significantly 

(by 11%). Figure 5.11 illustrates the results obtained over several solder joints using the 

proposed algorithm. The adjoining pad verification is performed only for the detected 

voids whose size is below 60% of the size of the corresponding drill-hole. For others, the 

entire solder pad is processed to determine whether the defect is real or not. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.10: Resulted images from colour clustering algorithms for adjoining solder pad 

verification. (a) Solder joint. (b) Adjoining solder pad areas corresponding to detected voids. (c) 

Colour transformed image. (d) Colour clustered image 

(a) (b) (c) (d) 

(I) 

(II) 

(III) 
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Table 5.3: Successful and Erroneous detection rate of void detection algorithm inside 

drill-hole region of the solder joint 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.11: Detected voids inside the drill-hole region of a solder joint using the proposed 

algorithm. (a) Binary image from the graph-cut algorithm.  (b) Detected voids inside drill-hole 

region. (c) Positively detected voids inside the drill-hole region after the inspection of adjoining 

solder pad region 

  

Algorithm 

Successful 

Detection Rate on 

defective solder 

joints 

Erroneous 

Detection Rate on 

good solder joints. 

Implemented algorithm without 

the inspection of adjoining solder 

pad region 

100% 12% 

Implemented algorithm with the 

inspection of adjoining solder pad 

region 

100% 1% 

(a) (b) (c) 
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5.4 Identification of Not Soldered Areas across the Solder Pad Region of a Solder 

Joint 

Solder voids on solder pad region as shown in Figure 5.1 (c) are created due to insufficient 

solder feeding, low tip temperature and poor tip conditions. If the AOI system does not 

identify any voids inside the drill-hole region, then it inspects voids on the solder pad 

region as depicted in Figure 1.1. This section describes the implementation of the 

algorithms that can be effectively used to identify voids on the solder pad. As this defect 

exists only on the solder pad region, the solder pad region is filtered out by defining a 

binary masking image using the approximated drill-hole region (refer Chapter 4) and CAD 

data (for the dimensions of solder pad) for creating a ROI as depicted in Figure 5.12. 

 

 

 

 

 

 

 

 

Figure 5.12: Image size reduction for solder void detection on solder pad. (a) Solder joint. (b) 

Binary masking image. (c) ROI 

 

Although the colour hue difference between gold plated solder pad and solder in Section 

5.3 was taken into account in determining adjoining solder pad is a void or not, when 

checking for voids on the solder pad, the colour hue is severely affected by uneven 

illumination distribution, shadows on the solder joint and solder pad oxidizations during 

PCB storage (see Figure 5.13). In order to minimize the effect due to these imperfections, 

following algorithm is proposed. 

  

(a) (b) (c) 

(I) 

(II) 

& 

& 
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Figure 5.13: Imperfections on solder pad regions marked in red boundary. (a) Uneven 

illumination. (b) Shadows. (c) Oxidizations 

 

Voids on solder pad detection algorithm 

Step 1: Segments the solder pad region into set of components 𝐶 using the graph-cut based 

image segmentation algorithm described in Section 5.3.1. (See Figure 5.14 and Figure 

5.15 (I) for an illustration.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.14: Image segmentation using graph-cut algorithm (Blue highlighted regions represents 

the segmented regions). (a) Solder joint. (b) Segmented regions 

(a) (b) (c) 

(a) (b) 

(I) 

(II) 
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Step 2: Find the number of vertices |𝐶𝑙|, the average MST of the graph corresponding to 

𝐶𝑙 𝐴𝑉𝐺(𝑀𝑆𝑇𝐶𝑙) and binary predicate 𝑅(𝐶𝑙) for each component 𝐶𝑙 ∈ 𝐶. Use Eq. (54) and 

(55) for gold plated and tin-plated pads respectively for determining 𝑅(𝐶𝑙). Remove all 

components where binary predicate is true. (See Figure 5.15 (II).) 

 

𝑅(𝐶𝑙) = {
𝑡𝑟𝑢𝑒; 𝑖𝑓(|𝐶𝑙| < 𝑇𝐴  || 𝑇𝑈𝐺 ≥  𝐴𝑉𝐺(𝑀𝑆𝑇𝐶𝑙))

𝑓𝑎𝑙𝑠𝑒; 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒       
                                                 (54) 

 

𝑅(𝐶𝑙) = {
𝑡𝑟𝑢𝑒; 𝑖𝑓(|𝐶𝑙| < 𝑇𝐴  || 𝐴𝑉𝐺(𝑀𝑆𝑇𝐶𝑙) ≥ 𝑇𝑈𝑇)

𝑓𝑎𝑙𝑠𝑒; 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒       
                                                  (55) 

 

Where, 

𝑇𝐴 : User defined threshold value for the number of vertices inside a given 𝐶𝑙 

𝑇𝑈𝐺  and 𝑇𝑈𝑇: User defined upper threshold value for average MST value of a given 𝐶𝑙 for 

gold plated and tin-plated pads respectively 

Step 3: Find a set of ROIs of the input image by obtaining the bounding box covering the 

area contained by all vertices of each component 𝐶𝑙 ∈ 𝐶.  (See Figure 5.15 (II).) 

 

Step 4: Transform each ROI of the input image using modified version of I1I2I3 colour 

model described in Chapter 2 for gold plated solder pads and HSL colour model for tin 

plated solder pads, See Figure 5.15 (III). Cluster each ROI using k-means colour clustering 

algorithm, See Figure 5.15 (IV). 

Step 5: Identify defective regions by comparing the hue value of each cluster against user 

defined upper and lower thresholds. (See Figure 5.15 (V).) (Note: Upper & lower 

thresholds are different for gold-plated and tin-plated solder pads and defective regions 

are within the thresholds.). Figure 5.15 (VI) illustrates the identified void areas on the 

solder pad after executing above algorithm. 
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Figure 5.15: Step wise illustration of proposed algorithm for void detection on solder pads. (I) 

Segmented regions - Step 1. (II) ROI corresponding to segmented regions – Steps 2 & 3. (III) 

Colour transformed images - Step 4. (IV) Identified defective regions - Step 5 & 6. (V) 

Identified voids on the solder pad region - Step 7. (VI) Identified void regions shown by red 

boundaries 

(I) 

(II) 

(III) 

(IV) 

(V) 

Removed in Step 

2 

Removed in Step 5 

Removed in Step 5 Removed in Step 

2 

Removed in Step 

2 

Removed in Step 

2 

(VI) 
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In Step 1, graph-cut algorithm is used to segment the input image using RGB colour 

model. Further in Step 4, k-means clustering algorithm is used together with modified 

version of I1I2I3 colour model for gold plated solder pads and HSL colour model for tin 

plated solder pads respectively. This approach is used to minimize the possibility of 

segmenting highly illuminated bare solder pad and soldered area into one defective region. 

To reinforce this concept, the successful (identifies >95% of defective regions) and 

erroneous detection percentage (<95% of defective regions or false detections) of the 

proposed algorithm with the graph-cut based segmentation algorithm and k-means colour 

clustering were evaluated using a sample of 300 solder joints. The results are tabulated in 

Table 5.4 and some sample images of the successful void detection are depicted in Figure 

5.16. 

Table 5.4: Successful and erroneous detection rate in identifying voids inside the solder 

pad region of a solder joint over gold-plated and tin-plated solder pads 

Solder 

Pad 

Type 

Detection Rate 

Applied Method 

Only 

with k-

means 

Only with 

Graph-cut based 

algorithm 

Combination of graph-

cut based algorithm and 

k-means 

Gold- 
Plated 

Successful detection 

rate over defective 

solder joints 

52% 81% 100% 

Erroneous detection 
rate over good solder 

joints 

49% 55% <1% 

 

Tin-

Plated 

Successful detection 
rate over defective 

solder joints 

41% 73% 100% 

Erroneous detection 
rate over good solder 

joints 

85% 65% 2.8% 

 

In one of the publications made on this research, a statement has been made that the RGI 

colour model can be effectively used for the void identification on tin-plated solder pads. 

However, further analysis showed that the application of HSL colour model can render 



118 
 

better outcome than the RGI colour model over the varying appearance of tin-plated solder 

pad surface. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.16: Detection of voids on tin and gold plated solder pad regions. (a) Solder joint. (b) 

Identified voids on (I) & (II) gold plated solder pads (III) & (IV) tin plated solder pads 

 

5.5 Computation of Solder Coverage on the Pad 

 

In Institute for IPC standards, it is stated that at least 75% of solder landing area (solder 

pad area) must be covered with solder paste for all IPC classes (IPC class I, II and III) as 

a guide line [15, 16]. The solder joints with voids inside the drill-hole region are treated 

as bad solder joints (See Figure 1.1). Therefore, it is important to compute the solder 

coverage on the solder pad area.  

In order to calculate the solder coverage on the pad, first count the number of pixels in 

each defective region 𝐴𝑖 as identified in Step 5 of voids on solder pad extraction algorithm. 

(I) 

(II) 

(III) 

(IV) 

(a) (b) 
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Then count the number of pixels in the solder pad region 𝐴𝑆. Now the solder coverage on 

the pad 𝑆𝐶 can be calculated by Eq. (56). 

𝑆𝐶 = (∑𝐴𝑖

𝑛

𝑖=1

𝐴𝑆 ) ∗ 100                                                                                                                        (56)⁄  

Figure 5.17 depicts some outputs generated by this computation. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.17: Evaluation on the solder coverage for the solder joints with detected voids on the 

solder pads. (a) Solder joint. (b) Detected voids and the solder coverage percentage 

 

5.6 Identification of Over Soldered Situation Applied on a Solder Joint 

Excess solder on solder joint as shown in Figure 5.1 (d) are created due to excessive solder 

feeding, low tip temperature and poor tip conditions. Identification of excess solder on a 

solder joint is more challenging comparing to the classification of defects identified in 

previous sections. As described in Chapter 4, the difference of light distribution between 

a good solder joint and a joint with excess solder is the only significant property that can 

be used to determine the amount of solder applied. In order to use this property effectively, 

Void Area Percentage 

= 41.8% 

Void Area Percentage 

= 8.6% 

Void Area Percentage 

=69.6% 
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it is vital to use a colour model that is capable of mapping lightness of a given image into 

a main colour channel. Hence, HSV and HSL colour models are suitable candidates. 

Colour transformed images for a good and excess solder joint are depicted in Figure 5.18. 

In Figure 5.18, it can be seen that the most significant colour difference between the highly 

illuminated regions and the rest of the areas inside the solder joint is seen in HSL colour 

model. Hence, the following algorithm is used in this application to detect excess solder 

on a solder joint. 

 

 

 

 

 

 

 

 

 

Figure 5.18: Colour transformation from RGB to HSL and RGB to HSV colour models for the 

classification of excess solder. (a) Solder joint. (b) RGB to HSL. (c) RGB to HSV. (I) Good 

joint. (II) Defective joint 

 

Excess solder detection algorithm 

Step 1: Transform colour space from RGB to HSL. (See Figure 5.18 (b)). 

Step 2: Cluster the transformed image using k-means colour clustering algorithm. Then 

generates the binary image 𝐼𝑇𝐻 against a user defined hue threshold. (See Figure 5.19 (II) 

and (III)). 

Step 3:  Find each connected region 𝐶𝐶𝑜𝑛𝑡𝑖  in 𝐼𝑇𝐻 and add them to a set 𝐶𝐶𝑜𝑛𝑡  where 

𝐶𝐶𝑜𝑛𝑡𝑖 ∈ 𝐶𝐶𝑜𝑛𝑡. 

(I) 

(II) 

(a) (c) (b) 
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Step 4: Find the largest connected region 𝐶𝐶𝑜𝑛𝑡𝐿  in 𝐶𝐶𝑜𝑛𝑡 . Then compare the percentage 

of the area contained by 𝐶𝐶𝑜𝑛𝑡𝐿  inside the solder joint against a user defined threshold 

value. If the result is true then define the solder joint as good, unless go to Step 5. 

Step 5: Check whether the location of 𝐶𝐶𝑜𝑛𝑡𝐿  exists inside the location of component lead. 

If the result is true, then define the solder joint as good. Unless finds the second largest 

connected region 𝐶𝐶𝑜𝑛𝑡𝑀  in 𝐶𝐶𝑜𝑛𝑡  and go to Step 6. 

Step 6: Make a copy of 𝐼𝑇𝐻 (𝐼𝑇𝐻_𝐶). Then assign 𝐶𝐶𝑜𝑛𝑡𝐿  as the desired connected region 

𝐶𝐶𝑜𝑛𝑡𝑅 . 

Step 7: Remove all other connected regions in  𝐼𝑇𝐻  that are not contained by 𝐶𝐶𝑜𝑛𝑡𝑅 . (See 

Figure 5.19 (IV).) 

Step 8: Find horizontal boundary pixel set 𝑃𝐻𝑜𝑟𝑖𝑧.(𝐵) and vertical boundary pixel set 

𝑃𝑉𝑒𝑟𝑡.(𝐵) in 𝐶𝐶𝑜𝑛𝑡𝑅  using Eq. (57) and (58). 

𝑃𝐻𝑜𝑟𝑖𝑧.(𝐵)

= ((𝐼𝑇𝐻_𝑋(𝑥 − 1, 𝑦) == 0 ∥ 𝐼𝑇𝐻_𝑋(𝑥 + 1, 𝑦) == 0) && 𝑝(𝑥, 𝑦) == 255) ? 𝑃𝐻𝑜𝑟𝑖𝑧.(𝐵)

∪ 𝑝(𝑥, 𝑦): 𝑁𝑜 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛   ∀(x, y) ∈ 𝐶𝐶𝑜𝑛𝑡.𝑅                                                                        (57) 

 
𝑃𝑉𝑒𝑟𝑡.(𝐵)

= ((𝐼𝑇𝐻_𝑋(𝑥, 𝑦 − 1) == 0 ∥ 𝐼𝑇𝐻_𝑋(𝑥, 𝑦 + 1) == 0) && 𝑝(𝑥, 𝑦) == 255) ? 𝑃𝑉𝑒𝑟𝑡.(𝐵)

∪ 𝑝(𝑥, 𝑦): 𝑁𝑜 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛   ∀(x, y) ∈ 𝐶𝐶𝑜𝑛𝑡.𝑅                                                                        (58) 

 
Step 9: Find boundary pixel set 𝑃𝐵𝑜𝑢𝑛𝑑.(𝐵) by selecting distinct vertices in  𝑃𝐻𝑜𝑟𝑖𝑧.(𝐵) 

and 𝑃𝑉𝑒𝑟𝑡.(𝐵). (See Figure 5.19 (V).) 

Step 10: Compute the line segment  𝐿𝑇𝐶 that connects center point of the lead top region 

and center point of the bounding box of 𝐶𝐶𝑜𝑛𝑡𝑅 . (See Figure 5.19 (VI).) 

Step 11: Find outer boundary pixels 𝑝(𝑥, 𝑦) within a user defined cone angle ∅𝑅  centered 
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to line segment 𝐿𝑇𝐶. Then determine the distance 𝐷𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦, between the outer boundary 

pixels 𝑝(𝑥, 𝑦)  and the center point of the lead top. (See Figure 5.20.)  

Step 12: Compute average distance difference 𝐷𝐴𝑉𝐺  between each outer boundary pixel 

𝑝(𝑥, 𝑦) with solder pad radius 𝑟𝑃. Classify the solder joint by comparing 𝐷𝐴𝑉𝐺  with respect 

to user defined upper and lower thresholds 𝑇𝑈 and 𝑇𝐿 as Good, Bad or Undefined using 

Eq. (59). 

𝑅(𝑋) = {

  𝐺𝑜𝑜𝑑,     𝐷𝐴𝑉𝐺 ≤ 𝑇𝐿        
𝑈𝑛𝑑𝑒𝑓𝑖𝑛𝑒𝑑,     𝑇𝐿 <  𝐷𝐴𝑉𝐺 ≤ 𝑇𝑈 

𝐵𝑎𝑑,    𝐷𝐴𝑉𝐺 > 𝑇𝑈    
                                                                          (59) 

 

If classification is either ‘Good’ or ‘Bad’, then exit the loop, otherwise go to Step 13. 

 

Step 13: Assign 𝐶𝐶𝑜𝑛𝑡𝑀  as the desired connected region 𝐶𝐶𝑜𝑛𝑡𝑅 . Remove all other 

connected regions that are not contained by 𝐶𝐶𝑜𝑛𝑡𝑅  in  𝐼𝑇𝐻_𝐶  and repeat steps 8 - 12. If 

classification is ‘Undefined’, alarm for manual checking. 
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Figure 5.19: Boundary detection of segmented illuminated regions of a good (a) and excess 

soldered (b) solder joints. (I) Solder joint. (II) Colour clustered image. (III) Thresholded image. 

(IV) Filtered out largest contour area. (V) Detected boundary points. (VI) Line segment 𝐿𝑇𝐶  

(blue colour) 

(I) 

(II) 

(III) 

(V) 

(VI) 

(IV) 

(a) (b) 
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Figure 5.20: Selection of boundary pixels within the offset angle ∅R marked by red dash lines. 

Pink and green dots show the inner and outer boundary pixels inside ∅R respectively 

 

In Step 4, the largest connected region is selected and compared its size against a user 

defined threshold. This is because, when the solder joint contains an ideal shape, it has a 

better reflection of light towards the camera which is being held on top of the solder joint 

(See Figure 5.21). 

 

 

 

 

 

 

 

 

 

 

Figure 5.21: Comparison of the size of the connected region inside the resulted binary image 

with respect to shape of the solder joint for excess solder detection. (a) Solder joint. (b) Resulted 

binary image after the thresholding. (c) Cross section of a solder joint 

 

GOOD 

BAD 

(a) (b) (c) 
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In Step 5, the locations of 𝐶𝐶𝑜𝑛𝑡𝑅  and the lead top are compared. This is because, the top 

of the component lead holds a significant probability of being illuminated than other areas 

of the solder joint. 

 

In Steps 10 - 11, line segment 𝐿𝑇𝐶 that connects center point of the lead top region and 

centre point of bounding box of 𝐶𝐶𝑜𝑛𝑡𝑅  is computed and then defines a cone angle ∅𝑅  

centred to line segment 𝐿𝑇𝐶 (The magnitude of ∅𝑅  depends on the size of the lead top). 

This is because, it could be observed that the light distribution across the solder joint 

mainly spreads along a line that connects image centre and centre of the component lead. 

The results acquired using a sample of 300 solder joints are tabulated in Table 5.5 and 

some sample images of the successful excess solder detection are depicted in Figure 5.22. 

It could be observed that erroneous detection of excess solder was due to poor 

illumination. 

 

Table 5.5: Successful and erroneous detection rate of proposed algorithm for the 

detection of excess solder on a solder joint 

Successful Detection Rate on soldered 

joints with excess solder 

Erroneous Detection Rate on good 

solder joints 

94.2% 5.8% 
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Figure 5.22: Connected regions and outer boundary pixels for excess solder detection. (a) Solder 

joint. (b) Outer and inner boundary pixels of the connected regions (green) and the solder joint 

boundary (red) 

 

The implementation of algorithms that can be used to precisely identify four major types 

of soldering defects inside a THT solder joint have been described in Chapter 5. The 

robustness and accuracy of each algorithm have been tested under various illumination 

conditions and practical imperfections like applied flux, burnt flux residues, illuminated 

PCB tracks and shadows. According to the analysis results presented in Chapters 2-5, the 

implemented AOI system provides a very precise and robust platform to classify quality 

of THT solder joints. Figure 5.23 illustrates few examples that present the overall 

BAD 

BAD 

GOOD 

(a) (b) 



127 
 

functionality of the implemented AOI system which operates according to flow chart 

depicted in Figure 1.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.23: Performance of the AOI system for solder quality classification. (a) Solder pad 

region and detected THT component lead top shown in red box. (b) Localized THT component 

lead top after soldering shown in red box. (c) Identified defects shown in red box 

In manual soldering, usually 8 seconds is allowed for a THT joint and on the average of 6 

seconds is needed for quality inspection. Hence, the robotic soldering system with AOI 

should complete the soldering and quality inspection within 14 seconds. The analysis 

(a) (b) (c) 
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which was carried in this research, shows that the average positioning and soldering time 

needed for robotic soldering system is around 8 seconds. Therefore, the automatic quality 

inspection must be carried out within 6 seconds. The current implementation of the vision 

system from solder pad segmentation, real time position calibration, component 

availability verification, lead localization and quality classification consumes 12 seconds. 

The largest processing time is acquired by the graph-cut based image segmentation 

algorithm. However, the operation of this algorithm can be made at least 5 times faster 

than the current speed by implementing it on a powerful Graphical Processing Unit (GPU).  

Further, in some critical applications it is necessary to identify the fillet angle of the solder 

joint. As the solder joint is inspected in orthogonal view, the implemented AOI system is 

not capable of identifying the fillet angle. A detailed explanation is provided about the 

additional countermeasures taken to solve some practical problems encountered during 

the THT soldering system operation in Chapter 8. 

In Chapters 2-5, a detailed overview has been presented on how the implemented vision 

system functions covering the entire soldering process carried out by a soldering robotic 

system. According to the results acquired during the implementation, it could be proved 

that the implemented AOI system is a viable option to be integrated with a soldering 

robotic system. The application of CAD system has been discussed in several occasions 

in the previous chapters. Chapter 6 informatively presents the implementation of the CAD 

system, which has been integrated with the THT soldering system. 
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6. Computer Aided Design Tool 

 

PCBs are designed on specialized Electronic Design Automation (EDA) platforms like 

Altium, Eagle, Mentor etc. or CAD systems like AutoCAD, Solid works etc. Each of these 

systems outputs PCB fabrication data formatted into a specific format (CAD File) that is 

unique to a particular system. This data is generally used for the fabrication of a PCB. A 

CAD file contains all the necessary information to manage the manufacturing process of 

a particular PCB effectively like component orientation, assembling layer, physical 

dimensions of components and their pads, netlist information, locations of test pads, vias 

and mounting holes. This information can be easily used by an automated system to 

provide an efficient service than a manual worker. Therefore, the extraction of these 

details is very useful for an automated system like the developed system in this research. 

 

6.1 CAD System Implementation 

Different EDA and CAD systems produce different types of CAD file formats like 

Cadence, Cadif, Gencad, PADS, P-Cad etc. Even though some CAD systems are 

commercially available they are application specific and cannot provide all the 

information required by this application like solder pad/hole dimension, width of PCB 

tracks, easy selection of components to be soldered directly on the GUI and the heights of 

nearby components. One of the core concepts in this design is to have a skill independent 

operation. Hence such CAD systems require expertise knowledge of operation, they are 

not suitable for this application. The developed CAD system provides, 

 

 Easy selection of the components to be soldered through an interactive GUI 

 Efficient orientation adjustment of the PCB without repeated teaching of locations 

 Automatic extraction of physical parameters of solder pads for the AOI operation 

 Automatic computation of pre-heat time based on PCB track width and pad size 

 Easy definition of fiducial points from multiple options like vias, pads,.. etc. 

 Automatic calculation of amount of solder for a solder pad based on its size 
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 Automatic definition of soldering iron touching direction for a solder pad based 

on the heights of neighbouring objects 

Figure 6.1 illustrates the structure of the developed CAD system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.1: Structure of the implemented CAD tool 

 

This CAD system provides an elegant GUI that makes the system skill independent as 

illustrated in Figure 6.2. Figure 6.3 illustrates how the geometrical information of a 

component pin is formatted in this CAD system. 

Create New Programme 

Select the solder pad colour and PCB surface colour 

Define the PCB fiducial points 

Fiducial 

Count≥ 2 

NO 

Select the PCB placement direction & access side 

Start the selection of the components to be soldered 

Extract the physical parameters of the selected component’s 

pads and the width of connected PCB tracks 

Generate the programme for the solder pads of the selected 

components to be used by the AOI and robotic system  

Component count≥ 1 && 

Is Selection Completed? 

Yes 
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Legend Description 

A The extracted information related to each component on the PCB (locations and 
physical dimensions of THT component pads,vias, test points, mechanical holes and 

width of connected PCB tracks) 

B The main graphical visualization area that contains the drawn PCB 

C The area for PCB orientation definition 

D The area that facilitates the user to switch between different layers of the PCB 

 

Figure 6.2: GUI of the implemented CAD tool 

 

 

 

 

Legend Description 
A Component type (Whether SMD or THT component) 

B Pin designator and its actual location  

C 
The description is given in the format <Pad Type>_<Actual Pad Diameter>_P<Actual 

Drill-Hole Diameter>”. All the dimensions are in mm 

D 
Pad geometric type. It means whether it is circular, ellipsoidal or rectangular. The 

notation “Round 2.00”. It means this pad is a circular pad with the diameter of 2mm. 

E 
Summary of the information provided in A, B, C and D. Here the dimensions are 

denoted in number of pixels 

 

Figure 6.3: The formatted geometrical information related to the pins of a particular component 

A 

C 

B 

D 

A B C D E 
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The PCB is up-scaled or downscaled based on its dimensions in a way that fit to the 

visualization area (‘B’ in Figure 6.2). Therefore, the dimensions provided in ‘E’ are in 

number of pixels, not in mm. Figure 6.4 illustrates few examples of PCB assembling 

layouts. Blue colour circles denote the THT solder pads. This feature provides a clear 

picture to the user about the actual locations of the THT components and their orientations. 

Hence, it eliminates the requirement of the real PCB to develop the programme for 

soldering. The region ‘C’ in Figure 6.2 allows user to define the orientation of the PCB. 

Figure 6.5 illustrates the alternated orientations of the PCBs shown in Figure 6.4. Figure 

6.6 illustrates the several layers of the PCB illustrated in Figure 6.4 (b). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.4: Drawn PCB layout on the CAD system GUI based on the information acquired from 

the respective CAD file 

(a) 

(b) 
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Figure 6.5: Multiple orientations of the PCB layouts 

(a) 

(b) 
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Figure 6.6: Separate layers of the drawn PCB. (a). Via layer. (b). Test point layer 

 

Section 6.2 describes how a soldering programme is generated for a new PCB using this 

CAD tool.  

6.2 Generating a Programme for a New PCB 

A New programme must be generated for each different PCB type based on respective 

CAD file. The generated programme includes, 

 information on PCB fiducials; 

 geometrical information about the pads to be soldered; 

 the accessible direction of the solder iron to touch the pad; 

(a) 

(b) 
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 Pre-heat time for a solder pad based on its area and size of the connected track; 

 Amount of solder that must be applied on a particular solder pad based on its size. 

As illustrated in Figure 6.1, the initial steps of soldering programme generation include 

the definition of PCB access side and colour for PCB surface and pad. Figure 6.7 illustrates 

how the user is automatically directed by the system software to define these parameters. 

 

 

 

 

 

 

 

Figure 6.7: User confirmation windows that accepts the user inputs to define PCB surface 

colour, solder pad colour and PCB access side. (a). User inputs are requested to define PCB 

surface colour and solder pad colour. (b). User input is requested to define the PCB access side 

 

Next, the PCB fiducial points can be defined either from via, test point, mechanical or 

from the fiducial layers. This fiducial definition process is illustrated in Figure 6.8. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.8: Defined fiducial point from the via layer 

 

(a) 

(b) 
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Eventually, the user is asked to select and add the components for soldering using the GUI 

(‘A’ in Figure 6.2). Once this done, the CAD system automatically highlight the location 

of that component as illustrated in Figure 6.9 (a). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.9: Illustration of selected components on the GUI of CAD tool. (a). Illustration of 

selected components on the GUI with boundary highlighted by yellow. (b). List of selected 

components 

 

Finally, the programme for soldering can be generated using the ‘Generate’ button as 

illustrated in Figure 6.9 (b). Figure 6.10 (a) illustrates the GUI for accessing the generated 

programme for the solder pads of the selected components illustrated in Figure 6.9 (b). 

This programme is stored as a xml file as illustrated in Figure 6.10 (b). 

(a) 

(b) 
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Figure 6.10: Generated programme for soldering. (a). Physical parameters of each pin of the 

selected components illustrated in Figure 6.9 (b). (b). Xml file that contains the generated 

programme data 

 

According to Figure 6.10, it can be seen that the generated programme contains all the 

information required for a fully automated operation of a soldering robotic system. Except, 

 Pre-heat time; 

 Amount of solder; 

 Neighbour component details for the computation of solder iron touching 

direction. 

Next paragraph describes how the above parameters are computed by the CAD system. 

 

(a) 

(b) 
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Pre-heat time for a solder pad is imperative to provide a decent solder filling. Because, the 

degree of heat transferred to the solder pad directly governs the distribution of soldering 

across it. This parameter is generally controlled by four factors. 

 

 Width of the connected PCB track / copper plane 

 Size of the other solder pads connected to the same net 

 Size of the component lead 

 Fabricated material of the component lead 

 

The CAD system acquires the information related to the first two parameters directly from 

the respective CAD file and computes the adequate pre-heat time with respect to an 

empirically acquired model value. The other two parameters are not known by the 

algorithm at the time of programme generation. However, the impact from these two 

parameters is not significant when the assembled component is not purely metal (For an 

example several occasions could be identified during the system implementation where 

metal lugs are assembled to connect earth cables. Consequently, lugs resulted in a decline 

of the heat transferred to the pad by absorbing a significant amount of it). 

 

The amount of applied solder is computed based on the size of the solder pad with respect 

to an empirically acquired model value. The distance and angle of neighbouring 

components pads are taken into account when they exist in a close proximity to the desired 

solder pad for determining solder iron touching direction for a solder pad. Once the 

positioned solder pad is identified and component availability is verified by the AOI, the 

arm rotates in this computed direction to perform soldering. 

 

A detailed explanation was provided in Chapter 6 on the implementation of CAD system 

and how it operates. Chapter 7 presents a detailed overview on how the THT soldering 

system hardware and mechanical structure have been developed in this research. 
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7. Implementation of 4-Axis THT Soldering System 

 

Soldering robots automate the soldering process by replicating a human operator using an 

automatic wire feeder and soldering iron for soldering on an automatically positioned 

solder pad. A wide range of soldering robotic systems are developed by leading 

manufacturers like Japan Unix, Unitechnologies, Thermaltronics etc. The principle 

movements performed by such systems are virtually the same. Such a system, 

 

 positions the soldering arm/PCB in x-y directions 

 positions and rotates the soldering arm/PCB in horizontal and vertical planes 

 performs the feeding of the required amount of soldering wire automatically 

 performs the cleaning of soldering iron tip within defined time intervals 

 performs the automatic heat control of the soldering iron tip when it is necessary 

 

The implemented THT soldering system in this research provides additional features like, 

 

 automatic soldering quality classification and rework on defective areas 

 automatic verification of the existence of the components to be soldered 

 real time calibration of positioning accuracy with the use of AOI system 

 automatic computation of the amount of solder required for a solder pad  

 automatic definition of soldering iron touching direction for a solder pad 

 automatic computation of optimum travelling path for the selected pads 

 automatic computation of preheat time based on the width of connected PCB track 

 

Section 7.1 describes the implementation of electronics platform of the soldering system. 

7.1 Electronics System Operation of THT Soldering System 

The controlling system of the soldering platform controls the each action performed by 

the THT soldering system. It consists of four individual systems as described in Sections 

7.1.1-7.1.4. 
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Figure 7.1: Robotic system operational block diagram 

 

7.1.1 System Main Controlling Unit 

 

This is the main controlling unit of the robotic system. This unit, 

 controls the x-y directions position control servo drivers; 

 controls the function of vertical and rotational direction control drivers over SPI; 

 controls the power management of the robotic system; 
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 controls the function of wire feeder unit; 

 controls the position of the solder iron and solder wire feeder pneumatically; 

 performs the power switching to soldering iron and fume extractor; 

 communicates with the system software over USB; 

 provides error handling on individual power rails of the system; 

 controls the robotic system cooling unit and the camera light panel intensity. 

The ATXMEGA128A1U microntroller running at 32MHz clock frequency functions as 

the Module Control Unit (MCU). All the time critical functions are served by the built in 

Direct Memory Access (DMA) controller of the MCU. The system provides easy 

diagnostic at power failures since the MCU controls each power rail independently. Figure 

7.2 illustrates the PCB layout of the main controlling unit. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.2: PCB layout of the main controlling unit. (a). Top layer (b). Bottom layer 

The operational block diagram of the main controlling unit is illustrated in Figure 7.3.  

(a) 

(b) 
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Figure 7.3: Operational block diagram of the main controlling unit 

 

The MCU controls the speed of the servo motors in a T-Profile as illustrated in Figure 7.4.  

 

 

 

 

 

 

 

 

 

 

Figure 7.4: Speed control profile for servo drivers 
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Both 𝑇𝐴𝑐𝑐𝑙. and 𝑇𝐷𝑐𝑐𝑙. are equal in size and it is 20% of the time required to reach the 

destination. The target velocity (𝑉𝑇) is defined by the system software relative to the 

travelling distance as denoted by Eq. (60). 

𝑉𝑇 = 𝑉𝐿 + (
𝑉𝑈 − 𝑉𝐿
𝐷𝑀

) 𝑑                                                                                                             (60) 

Where, 

𝑉𝑈 , 𝑉𝐿  : upper and lower speed values 

𝐷𝑀 : maximum travelling distance 

𝑑 : distance to travel 

 

7.1.2 Vertical Direction Controlling Unit 

 

The primary function of this module is to position the robotic arm in vertical direction 

according to the instructions provided by the MCU (refer Figure 7.5). This controller can 

function in two modes of operations. 

 Stand-alone mode: Uses its hardcoded parameters to drive the stepper motor. 

 Configurable mode: The MCU downloads values for torque, decay mode, blanking 

time, OFF time, Over Current Protection level and thresholds for stall detection. 

 

 

 

 

 

 

 

 

 

Figure 7.5: Operational block diagram of the vertical direction controller 
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The motor shaft is connected to a gear mechanism (100:1) to mitigate the load introduced 

by the weight of the soldering arm. Consequently, the motor sees virtually no load during 

start-up. The speed control profile of the motor is illustrated in Figure 7.6. 

 

 

 

 

 

Figure 7.6: Speed loop for stepper motor speed control 

Here, 𝑓𝐼  is the initial frequency which the motor can start at a given load, 𝑇𝐿. 𝑓𝐼  can be 

computed based on the torque introduced by the load as defined in the particular motor 

datasheet and the target frequency (𝑓𝑇) is computed in a similar way as defined in Eq. 

(60). The width of both 𝑇𝐴𝑐𝑐𝑙. and 𝑇𝐷𝑐𝑐𝑙. are equal to 20% of the total time required to reach 

the destination. Figures 7.7 illustrate the PCB layout of the designed motor driver. 

 

 

  

 

 

 

 

 

Figure 7.7: PCB layout of vertical direction controlling unit. (a). Top layer (b). Bottom layer  

(a) 

(b) 
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7.1.3 Angular Direction Controlling Unit 

 

The primary function of this module is to position the robotic arm in angular direction 

according to the instructions provided by the MCU (refer Figure 7.2). This module drives 

a bipolar stepper motor interfaced with an absolute encoder. This controller also uses a 

similar speed control procedure as with vertical direction controller (refer Figure 7.6). 

Figure 7.8 illustrates the PCB layout of the vertical direction controlling unit.  

 

  

 

 

 

 

 

 

Figure 7.8: PCB layout of angular direction controlling unit. (a). Top layer (b). Bottom layer   

Figure 7.9 illustrates the operational block diagram of the angular direction controlling 

unit. 

 

 

 

 

 

 

 

 

 

 

Figure 7.9: Operational block diagram of the angular direction controller 
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7.1.4 Servo Driver Interface Module 

The primary function of this module is to provide an isolation between the system main 

controller and the servo driver. This further provides 230VAC switching functionality to 

both servo driver and cooling fan unit. Figure 7.10 illustrates the PCB layout of this 

module. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.10: PCB layout of servo driver interface module. (a). Top layer (b). Bottom layer   

 

7.2 Implementation of Robotic System 

The implementation of the robotic system mechanical structure consists of moving 

mechanisms that facilitates to operate the system in x-y directions, vertical direction and 

angular direction. The reliability and the robustness of these mechanisms are vital since 

the robotic system must operate in um level accuracy. This platform mainly consists of 

three main mechanisms as illustrated in Figure 7.11. 

  

(a) 

(b) 
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Figure 7.11: THT Soldering System 

Sections 7.2.1-7.2.2 describes the implementation of these systems. 

7.2.1 XY Positioning System 

This unit was purchased during the system implementation. This contains four limit 

sensors where two sensors per each axis to make sure the safe operation. Figure 7.12 

illustrate how the XY positioning system looks like. 

 

 

 

 

 

 

 

 

 

Figure 7.12: XY Positioning system 
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The positioning accuracy of the system is 10μm with a movable distance of 30cm in each 

axis. However, positioning accuracy calibration has to be performed by any robotic system 

when it is expected to operate continuously. Many commercial systems accomplish this 

by executing a calibration procedure with the help of a skilled operator, whereas the 

integrated AOI performs real time positioning calibration as explained in Section 7.2.1.1. 

7.2.1.1 Real Time Calibration of Positioning Accuracy 

In Section 4.3, it was stated that the AOI performs online positioning accuracy calibration. 

This is accomplished by computing the distance offset between the centres of camera FOV 

and identified solder pad. The system automatically corrects this offset, if there is any. 

Figure 7.13 illustrates an example how this is accomplished in this application. 

 

 

 

 

 

Figure 7.13: Real time correction of positioning offsets. (a). The position of initially detected 

solder pad (blue). (b). The position of localized solder pad after repositioning (red) 

 

Finally, the vision system finds the new location of the solder pad using template matching 

considering the initially detected solder pad as the model image. This real time calibration 

procedure eliminates the requirement of a skilled operator to perform the calibration as 

with other soldering robotic systems. Further, this procedure makes sure that the soldering 

iron will exactly touch the solder pad without damaging the PCB surface. Hence, the 

reliability and robustness of the robotic system can be significantly enhanced. 

 

7.2.1.2 Computation of Optimum Travelling Path 

In Section 2.5, it was stated that a precise fiducial verification process enables to compute 

optimum travelling path for the selected components (refer Chapter 6). This section 

describes how the optimum travelling path is computed in this application. 

(a) (b) 



149 
 

Step 1: Compute relative distances to each solder pad from system origin based on the 

coordinates of the localized fiducials. 

Step 2: Arrange the computed distances in ascending order and update the list 𝐿𝑃. Repeat 

Steps 3-8 until all the pads are covered. 

Step 3: Initialize threshold value, 𝑇𝐻𝑆 and compute the distances from the solder pad, 𝑃𝑖 

to other solder pads in 𝐿𝑃. 

Step 4: Perform comparison according to Eq. (61). 

 

𝐸(𝑃𝑖) = (0 < 𝑑(𝑃𝑖𝑗) ≤ 𝑇𝐻𝑆)?𝑑(𝑃𝑖𝑗) ∪ 𝐸(𝑃𝑖):∞ ∪ 𝐸(𝑃𝑖) ∀𝑃𝑖 ∈ 𝐿𝑃                                           (61) 

 
Where, 

𝐸(𝑃𝑖) : list of distances to points that satisfies Eq. (61) 

𝑑(𝑃𝑖𝑗) : distance between the points 𝑃𝑖 and 𝑃𝑗 

Step 5: If |𝐸(𝑃𝑖)|==0, then 𝑇𝐻𝑆+= 10 and go to Step 4. Unless, 𝐸(𝑃) = 𝐸(𝑃) ∪ 𝐸(𝑃𝑖) 

and move to next pad. 

 
Step 6: Repeat Steps 3-5 until all the pads are considered. 

 

Step 7: Finally, the distance matrix 𝐸(𝑃) has been computed which has columns and rows 

equal to number of pads in 𝐿𝑃. The two pads which are not connected in a list 𝐸(𝑃𝑖) 

contains negative values in the corresponding positions of 𝐸(𝑃). 

 

Step 8: Perform Prim’s algorithm on 𝐸(𝑃) [63] to find the MST, 𝐿𝑀𝑆𝑇. 

Step 9: Find the pads that are not contained by the MST of 𝐸(𝑃). If the count is non-zero, 

then include them to a new list 𝐿𝑃_𝑁𝑒𝑤 and arrange it in ascending order. Else jump to Step 

12. 
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Step 10: Initialize 𝑇𝐻𝑆 and double its value. Then follow the similar procedure as defined 

in Steps 3-8 and combine the two MSTs to form 𝐿𝑀𝑆𝑇. 

Step 11: Find the pads of the same component which are five indexes away in 𝐿𝑀𝑆𝑇. If 

any, then the pad that exist far away is re-indexed. 

 

Step 12: 𝐿𝑀𝑆𝑇 holds the optimum travelling path. 

 
Even though many algorithms are available to find the shortest possible path of a 

connected data set, they did not give a better outcome when they are used alone on this 

not connected data set. Even though the proposed algorithm might not give the most 

optimum outcome, it gave a significant improvement over the existing algorithms. Figure 

7.14 illustrates how the computed travelling path reorganizes the selected component pads 

shown in Figure 6.10 (a). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.14: Reorganized component pads according to the computed optimum travelling path. 

(a). The programme before the computation of the optimum travelling path. (b). Reorganized 

component pads according to the optimum travelling path 

 

(a) (b) 
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7.2.2 Implementation of Soldering Arm 

The soldering arm is the vital mechanical part implemented in this system. Its stability, 

robustness and precise operation controls the overall effectiveness of the soldering system. 

The implemented soldering arm accommodates a camera, soldering iron, soldering wire 

feeder and fume extraction unit as illustrated in Figure 7.15. The soldering iron and the 

wire feeder are pneumatically controlled in the directions illustrated by the purple lines in 

Figure 7.15. 

 

 

 

 

 

 

 

Figure 7.15: Implemented soldering arm  

 

Figure 7.16 and Table 7.1 illustrate the kinematic diagram of the robot arm and DH 

parameters table respectively. 

 

 

         

 

 

 

 

 

 

Figure 7.16: Kinematic diagram of soldering arm 
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Table 7.1: DH Parameters for Soldering Arm 

Frame 𝜽 𝜶 𝒓 𝒅 

1 0 0 0 𝑎1 + 𝑑1 

2 0 180 𝑎2 𝑎3 

3 𝜃1 + 90 90 + 𝛽 𝑎4 √𝑎42 + 𝑎52 sin(𝛽 + 𝛿) 

4 0 0 0 𝑎6 + 𝑑6 

 

The coordinates for the end-effector (soldering iron tip) can be obtained using 

homography transformation matrix as illustrated in Eq. (62)-(63). Here 𝑛 = 1…4. 

𝐻𝑛
𝑛−1 = [

cos𝜃𝑛 −sin 𝜃𝑛 cos𝛼𝑛 sin 𝜃𝑛 sin 𝛼𝑛 𝑟𝑛 cos𝜃𝑛
sin 𝜃𝑛 cos𝜃𝑛 cos 𝛼𝑛 −cos𝜃𝑛 sin 𝛼𝑛 𝑟𝑛 sin 𝜃𝑛
0 sin 𝛼𝑛 cos 𝛼𝑛 𝑑𝑛
0 0 0 1

]                                  (62) 

𝐻4
0 = 𝐻1

0. 𝐻2
1. 𝐻3

2. 𝐻4
3                                                                                                                  (63) 

Any point on the end effector can now be easily computed with reference to base frame, 

since 𝐻4
0 is known. Table 7.2 illustrates the DH parameters table for camera. 

Table 7.2: DH Parameters for Camera 

Frame 𝜽 𝜶 𝒓 𝒅 

1 0 0 0 𝑎1 + 𝑑1 

2_1 0 180 𝑎2 𝑎7 

 

The position of the camera (Frame 2_1) with respect to base frame can be obtained 

similarly as illustrated in Eq. (63). This can be used to find the transformation between 

real world coordinates and image coordinates.  Figure 7.17 illustrates how this 

transformation is accomplished in a thin film camera model [64].



153 
 

 

 

 

Figure 7.17: Forward projection of coordinate frames between real world and image coordinate 

systems 

Eq. (64) illustrates the homogeneous form of the pin-hole model of a camera that performs 

the coordinate transformation between camera coordinates and film coordinates [64]. 

(
�̃�
�̃�
�̃�

) = (
𝑓 0 0 0
0 𝑓 0 0
0 0 1 0

)(

𝑋
𝑌
𝑍
1

)                                                                                                                 (64) 

Where, 

𝑥 = �̃� 𝑍⁄ , 𝑦 = �̃� 𝑍⁄  and 𝑓 is the focal length of the camera. 

Figure 7.18 illustrates projection of an object inside the camera at a focal length f. 

 

 

 

 

 

 

 

 

 

Figure 7.18: Projection of an image inside camera at a focal length, f 
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The coordinates of the image frame starts at upper left corner of the film (refer Figure 

7.18). Eq. (65) denotes how the transformation is performed between (𝑥,̃ �̃�, �̃�) and (𝑢, 𝑣) 

frames [64].  

(
�̃�
�̃�
�̃�
) =

(

 
 

1

𝑝𝑢
0 𝑢0

0
1

𝑝𝑣
𝑣0

0 0 1 )

 
 
(
�̃�
�̃�
�̃�

)                                                                                                                 (65) 

Where, 𝑝𝑢 and 𝑝𝑣 are pixel densities in u and v directions respectively. 

Therefore, the coordinate transformation between the robot coordinate frame to image 

coordinate frame can be accomplished using Eq. (66). 

(
�̃�
�̃�
�̃�
) =

(

 
 

1

𝑝𝑢
0 𝑢0

0
1

𝑝𝑣
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0 0 1 )

 
 
(
𝑓 0 0 0
0 𝑓 0 0
0 0 1 0

)𝐻2_1
0 −1

(
𝑈
𝑉
𝑊
)                                                                 (66) 

In addition to the coordinate transformation between different frames, the angle between 

the iron and vertical plane possess ((90 − 𝛽) in Figure 7.16) a significant importance. 

Unless it is maintained at an optimum value, the melted soldering paste tries to move 

towards the iron tip when it is lifted, resulting deformed solder joints as illustrated in 

Figure 7.19. 

Figure 7.19: Deformations occurred on solder joints due to the wrong angle between soldering  

iron and vertical plane 

This deformation can be mitigated by minimizing, the angle between the iron and the 

vertical plane. Then the melted soldering rises up along the component lead, rather than 

in the direction of the iron tip when the soldering iron is lifted up.  
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Some soldering robotic systems like Weller WTBR1000, the soldering wire is fed to the 

soldering iron tip, rather than on the pad to reduce the pre-heat time. However, this 

degrades the soldering quality and becomes worst, when the solder pad is connected to a 

large ground or power plane. It could be identified that feeding the wire directly into the 

space between the lead and the solder pad, could result in good quality soldering. Figure 

7.20 illustrates how the soldering iron and the soldering wire touches the solder pad. 

 

 

 

 

 

 

Figure 7.20: The angle which the soldering iron and wire feeder points to particular solder pad 

 

This mechanism renders a significant improvement in soldering quality as illustrated in 

Figure 7.21. It can be seen that the implemented soldering system can perform a good 

quality soldering even on pads connected to large copper plane (refer Figure 7.21 (b)). 

 

 

 

 

 

 

 

 

 

Figure 7.21: Solder joints performed by the THT soldering system. (a). Soldering performed on 

a regular dot board. (b). Solder joints performed on an industrial PCB 

(a) (b) 
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The soldering arm can be controlled in both horizontal plane and vertical plane 

independently as depicted in Figure 7.22 (refer Figure 7.16 kinematic diagram). 

 

 

 

 

 

 

 

 

 

Figure 7.22: Structure of the soldering arm. (a). Moving directions (Brown arrow: For vertical 

direction, Red arrow: For horizontal plane). (b). Mechanism for controlling the soldering arm in 

vertical direction. (c). Mechanism for controlling the soldering arm in horizontal plane 

The soldering arm possesses 100μm and 0.50 accuracy in vertical and horizontal directions 

respectively. Soon after the system is initialized, the soldering arm is driven in vertical 

direction until it reaches the distance defined in the respective soldering programme and 

that height is maintained as the flying height for that PCB.  

Chapters 2-7 describe how the THT soldering system with integrated AOI has been 

implemented in this research. Even though, the current system does not accommodate 

significant robotic operations, it provides unique features combined with AOI and CAD 

systems that are not available in commercially available systems. Chapter 8 discuss about 

the encountered problems during the operation of each stage and the countermeasures 

taken to provide a precise operation through minimizing their impact. 

  

(a) 

(b) 

(c) 
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8. Results and Discussions 

The information provided in Chapters 2-7 reveals that the implemented AOI, CAD and 

robotic systems have successfully solved each problem described in Section 1.3. However, 

Sections 8.1-8.5 describe how the stability of the implemented system varies at different 

stages of soldering during the operation in practical environment. 

 

8.1. Discussion: Implementation of Automatic PCB Fiducial Alignment Process 

The results tabulated in Tables 2.1 - 2.9 show that the implemented fiducial alignment 

process can provide a significant improvement over the Hough transform [25] based PCB 

alignment method described in [12]. Figure 8.1 illustrates how the robotic system 

controlling software performs the fiducial verification process. 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.1: Fiducial verification process carried using the implemented AOI 

 

Here, ‘A’ depicts the matched keypoints and ‘B’ depicts the localized model image (blue 

rectangle). However, the performance of this verification process is affected by, 

 the similarity between the defined master points in different PCB types 

 multiple appearances of the same master point in different PCBs 

Sections 8.1-8.2 discuss how the effect of these problems were mitigated by the system. 

A 
B 
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8.1.1 Minimizing the effect of similarity between the defined fiducial points in 

different PCB types 

Occasionally, master points with similar appearance exists in different PCB types. Some 

PCBs come into production only with a slight change in layout (Ex: a component 

orientation change, new component added,..etc.), but as a different PCB type (refer Figure 

8.2). Manual segregation of such PCBs requires skilled operators and hence automatic 

differentiation between such PCBs is vital for automated systems. 

 

 

 

 

 

 

 

Figure 8.2: The impact of slight PCB layout changes over the robustness of the fiducial 

verification process. (a). The original PCB with the defined fiducial point. (b). The new PCB 

with a layout change of shifting the fiducial point (solder pad) by 400𝜇𝑚 to the right 

 

However, the existence of similar background around the same fiducial point has a lower 

probability to occur (refer Figure 8.2). Therefore, the system software allows the user to 

define multiple images for the same fiducial point in different shapes and sizes to detect 

the background variation during fiducial learning as illustrated in Figures 8.3-8.4. 

However, it is the sole responsibility of the user to define these subsequent images in a 

way that they contain meaningful regions.  

The performance of two methods were evaluated in this research to measure the 

dissimilarity between the located image and the respective subsequent images. 

 BGR histogram comparison technique [65-67] 

 Background Subtraction algorithm [68-70] 

(a) (b) 

Fiducial 

point 

Fiducial 

point 
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Figure 8.3: Definition of subsequent images in different shapes and sizes. (a). Definition of 

fiducial point. (b). Subsequent images can be defined with variable dimensions in a way that 

they include distinguishable areas (Rectangular regions). (c). Subsequent images can be defined 

with variable dimensions in a way that they include distinguishable areas (Circular regions) 

 

 

 

 

 

 

 

 

 

Figure 8.4: Definition of multiple subsequent images for a fiducial point. (a). Defined fiducial 

point. (b). Defined subsequent images containing unique areas 

(a) (b) 

(c) 

(a) (b) 
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Experimental results show that the background subtraction method [25] outperforms 

histogram matching algorithm significantly. Figure 8.5 illustrates how the system 

effectively identifies the difference between the two PCB types. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.5: Verification of the existence of fiducial point using background subtraction method 

(I) Successful detection of original PCB using background subtraction method. (II). Precise 

identification of the incorrect PCB using background subtraction method. (a). The system 

response for different PCB types. (b). Resulted binary image from background subtraction  

 

According to Figure 8.5 (II) (b), it can be clearly seen that the vision system identifies the 

change in the background of the PCB with modified layout. The size of the largest contour 

region in the resulted binary image is proportional to the degree of change in the 

background. If the system detects a change of background greater than the user defined 

threshold value for a particular subsequent image, the user is alarmed and the robotic 

system is re-initialized after aborting the fiducial verification process. 

(I) 

(II) 

(a) (b) 
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 8.1.2 Minimizing the effect of multiple appearances of the same fiducial point in 

different PCBs 

The fiducial points described in this research are not larger than 3mm of length in each 

dimension in majority of the cases. However, few occasions could be identified where a 

dissimilarity in the appearance of same master point exists as a result of oxidisation due 

to long time storage and physical damages. The user is authenticated to manually confirm 

the existence of master points in such situations. Table 8.1 tabulates how the performance 

of the fiducial verification process varies with these additional challenges. 

Table 8.1: Performance evaluation of the fiducial verification process along with the 

background verification methodology 

 

Current appearance of the 

PCB sample 

Successful detection 

rate of fiducial 

verification using 

SURF and Template 

Matching  

Successful detection rate of 

fiducial verification using 

SURF, Template matching 

and background verification 

PCBs with unique fiducial 
points (80 PCBs with 320 

fiducial points) 

98% 98% 

PCBs with similar fiducial 

points on different PCB types (8 
PCBs with 16 fiducial points) 

12.5% 100% 

PCBs of same type but with 

damaged or heavily corroded 

fiducial points (12 PCBs with 36 
fiducial points) 

8.3% 32% 

 

Table 8.1 illustrates that the vision system shows very poor performance when the fiducial 

points are heavily corroded or physically damaged. Even, the application of Deep Neural 

Networks (DNN) [71-74] is not a viable option to solve this issue because of the longer 

training time and the varying appearance of fiducial points. 

8.2. Discussion: Implementation of Solder Pad and Component Lead Segmentation 

Process 

Sections 8.2.1-8.2.2 discuss the encountered problems and the countermeasures taken to 

overcome them prior to the soldering process in practical environment. 
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8.2.1 The Accuracy of Localizing the Actual Pad to be Soldered by The Vision System 

as Defined in the Respective Programme for Soldering 

 
Chapter 3 described how the solder pad region is precisely extracted from the PCB surface. 

Occasionally, solder pads with same dimensions exists inside the camera FOV. The 

situation becomes critical when such situations occur with a positioning error as illustrated 

in Figure 8.6. Therefore, the AOI must be capable enough to identify the exact pad to be 

soldered out of the objects inside the ROI and performs real time position calibration 

without any error. 

 

 

 

 

 

 

 

Figure 8.6: Existence of the objects with similar dimensions inside the camera FOV 

 

The implemented method in Chapter 3 is not able to distinguish between the pads 

illustrated in Figure 8.6. However, following ways can be used to mitigate such impact. 

 If either of pads is not included in the soldering programme, exact pad can be 

identified by verifying the component availability (refer Chapter 4) 

 

 Learning of the immediate background of the pad to be soldered using DNN 

 

The application of DNN requires extensive teaching of individual joints and its outcome 

is unpredictable at such situations due to the similarity of pad surface. However, a careful 

observation shows that the geometrical locations of these objects relative to each other, 

can be effectively used to learn the background of a solder pad. Therefore, the system 

software allows the user to execute a diagnostic procedure to perform a simple teaching 

process to accomplish this task based on his requirement as illustrated in Figure 8.7. 
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Figure 8.7: Executing diagnostic programme for solder pads to perform a precise real time 

calibration process 

 

The system goes through each pad in the programme and identifies objects inside the 

camera FOV for each positioning (refer Figure 8.8) without performing further action.  

 

 

 

 

 

 

Figure 8.8: Identified objects inside the camera FOV. Blue highlighted pad holds the highest 

probability of being the solder pad to be soldered. Red highlighted objects depict the 

neighbouring objects 

 

In diagnostic process, the robotic system software performs following steps sequentially 

for learning the background of a solder pad. 

Step 1: Run the fiducial verification and computes the optimum travelling path. 

Step 2: Segments each object inside the camera FOV that are larger than a predetermined 

threshold using the AOI system when a new pad is positioned. 

Step 3: Highlight the object in blue colour which has the highest possibility to be the 

solder pad based on its dimensions acquired from CAD file and highlight other objects in 

red colour as illustrated in Figure 8.8. 
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Step 4:  The user can either stay with the current selection or define the pad by clicking 

inside the object region based on CAD information or a sample PCB. Once the pad is 

defined, it is highlighted in purple (refer Figure 8.9) and the centre point is computed. 

 

 

 

 

 

Figure 8.9: Defined solder pad by the user during the operation of diagnostic process 

 

Step 5:  Then the user can select neighboring objects. The distance and angle between the 

defined neighbour and the pad is computed for each definition (refer Figure 8.10). 

 

 

 

 

 

 

Figure 8.10: Selected candidate objects (highlighted in brown colour) and defined solder pad 

(highlighted in purple colour) 

 

Step6:  Steps 2-5 are repeated, until all the solder pads are defined with their neighbours. 

The robotic system software operates according to the below procedure based on the 

availability of diagnostic data for each positioning in normal run. 

Step 1: Segments the objects in camera FOV and add their bounding boxes to a list 𝑅𝐿. 

Step 2:  Select all objects whose sizes are greater than an adaptive threshold value relative 

to the solder pad size and update the list 𝑂𝐿 with their bounding boxes. 

Defined Neighbour 

Defined Pad 
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Step 3:  Iterates through each object 𝐶𝑥 in 𝑂𝐿 and compute distances and relative angles 

to the identified objects in 𝑅𝐿. 

Step 4: Then finds the object in 𝑂𝐿 that has similar distances and angles combinations to 

that of the learnt background of the solder pad in diagnostic data. If a perfect matching is 

found, real time position calibration is executed, unless user is notified. 

Step 5: Repeat Steps 1-4 for each positioning. 

This procedure further enables to have a second verification stage for PCBs with same 

fiducial points at identical locations but with different layouts. Table 8.2 illustrates the 

performance analysis of diagnostic procedure against the normal size comparison method. 

Table 8.2: Performance evaluation of the size comparison method and the background 

learning methodology for identifying the exact solder pad to be soldered 

Used methodology Successful detection rate  

Definition of solder pad based on the size comparison 94% 

Background learning methodology using diagnostic run 100% 

 

However, the performance of this methodology primarily depends on how well the 

neighbours to a pad are defined by the user. The user can decide whether he needs a 

diagnostic run or not based on the immediate neighbourhood of solder pads. 

 

8.2.2 The accuracy of localizing the drill-hole region of the solder pad 

 

Section 4.2 describes the implementation of an algorithm that automatically identifies 

drill-hole region of a solder pad. However, the performance of this algorithm is slightly 

affected by the amount of drill-hole area covered by the component lead (10 solder pads 

out of 500 solder pads could be found that covers more than 90% of the drill-hole region) 

and the camera frame rate. They can result in either of following false identifications. 

 

 The computed drill-hole region contains a portion of pad (refer Figure 8.11 (a)) 

 The size difference between the computed drill-hole and the actual information in 

CAD file (refer Figure 8.11 (b)) 
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Figure 8.11: The erroneous computation of drill-hole region. (a). False detection of drill-hole due 

to unavailability of empty area for processing. (b). Image blurring due to camera frame rate 

results in false identification of drill-hole region 

 

Drill-hole contains a slight amount of the pad: This is not an easy situation to be improved 

due to dominating lead size. The current version of the vision system is not able to deal 

with such situations efficiently. 

 

Size difference between the computed drill-hole comparing to CAD data: If the radius of 

the computed drill-hole is not within an adaptive threshold range related to the dimension 

defined in CAD data, the user confirmation is requested to proceed. 

 

Table 8.3 illustrates the performance variation of this algorithm over a sample of 500 

solder pads in practical environment. 

 

Table 8.3: Performance evaluation of automatic drill-hole computation algorithm during 

the operation of the THT soldering system 

Outcome of the drill-hole segmentation algorithm Percentage of Occurrence 

Precise computation of drill-hole region 98% 

False hits performed by the algorithm 2% 

User confirmation required  1.4% 

It could be observed that the frame rate (Current frame rate is 8 frames/sec) of the current 

camera has a significant impact over the difference of the results acquired in Table 4.1 

(a) 

(b) 
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and Table 8.3. This frame rate introduces a slight amount of blurring when the positioning 

is done over a short distance. Even the amount of noise introduced is less, it becomes 

significant when the component lead covers more than 90% of the drill-hole. A camera 

with higher resolution and frame rate will reduce this error rate. 

 

8.2.3 The accuracy of segmentation of the component lead from the solder pad 

 

Section 4.2 described how the component lead is precisely segmented from the drill-hole. 

However, the colour of the component lead and its shape plays a significant role on the 

segmentation accuracy in practical environment.  

 

Colour of the component lead: 

 

Even though, the component leads that have virtually the same colour to that of drill-hole 

could not be found in this research, there might be such situations when this system is 

used in a real environment. Figure 8.12 illustrates few component lead tops identified by 

the AOI that hold a darker colour. As a preventive action, a combination of gamma 

correction [75-76] and histogram equalization [77-79] based image enhancement 

methodology is proposed. However, the successful detection rate was not affected by the 

integration of this procedure for the current version of the AOI. 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.12: The computation of drill-hole and identification of component lead. (a). Segmented 

solder pad with computed drill-hole. (b). Thresholded image for the identification of component 

lead (left-binary image, right-segmented lead top). (c). Solder pad with identified lead 

 

(a) (b) (c) 
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Shape of the component lead: 

The algorithm for component lead top segmentation, computes the SD of the distances 

between boundary points and centre of detected objects to mitigate the impact of light 

reflection. However, leads with irregular shapes (refer Figure 8.13) degrades the accuracy 

of the algorithm. 

 

 

 

 

 

Figure 8.13: Different shapes of component leads 

 

The vision system may conclude that there is no component inside the drill-hole at such 

situations. Hence, the user confirmation is requested by the system software based on the 

orientation and SD of identified region as illustrated in Figure 8.14. As an improvement 

to the implemented vision system, the system will learn the geometrical dimensions of 

such leads in diagnostic run and use that data to uplift the reliability of the system. 

 

 

 

 

 

 

 

 

 

 

Figure 8.14: User confirmation for the pads with distributed shapes 
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8.3 Discussion: The accuracy of solder quality classification of the solder joint 

 

Chapter 5 described how the solder quality is classified by the AOI. Sections 8.3.1- 8.3.3 

discuss problems encountered and the solutions provided at different quality classification 

stages like voids in drill-hole, voids on solder pad and excess solder during the operation 

of the THT soldering system. 

 

8.3.1 The classification of voids inside the drill-hole 

 

Section 5.3 described how the voids inside the drill-hole region are classified by the AOI.  

However, the classification accuracy is affected by the prevailing illumination level and 

the surface condition of the solder pad. The availability of illuminated regions on the pad 

minimizes the colour dissimilarity between pad and solder (refer Figure 8.15). Therefore, 

it affects the algorithm accuracy since it verifies solder availability on adjoining pad when 

a void is detected inside drill-hole. The impact is significant when the pad is tin-plated. 

 

 

 

 

 

Figure 8.15: The impact of illuminated areas on the solder pad for the stability of classifying 

voids inside the drill-hole 

This effect can be mitigated if such regions are prior identified. Hence, the system 

software allows the user to activate this feature based on his preference. If it is activated, 

the AOI identifies such regions prior to soldering. The first step involves with clustering 

colour transformed solder pad region (HSL colour transformation). The resulted image is 

thresholded based on predetermined value. Finally, the resulted binary is processed using 

morphological filtering to remove small regions. The adjoining pad area is AND operated 

with this binary image to filter valid regions for the verification of solder availability (refer 
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Figure 8.16). If the filtered out image does not contain any region, the user confirmation 

is requested to proceed. 

 

 

 

 

 

 

 

 

 

Figure 8.16: The removal of illuminated regions on the adjoining solder pad corresponding to a 

detected void inside the drill-hole. (a). Segmented pad (bottom-left) and drill-hole regions (top). 

(b). Extracted illuminated regions on the bare solder pad. (c). Filtered out regions on a computed 

adjoining pad region after removing illuminated regions on the solder pad 

 

The removal of illuminated regions is not possible if the AOI system is used for the 

classification of already soldered joint, whereas this AOI system has the advantage of 

gathering information related to the prior stages of soldering. Table 8.4 illustrates the 

impact of this methodology together with the developed algorithm for void detection 

inside drill-hole over a sample of 200 solder joints with illuminated pad regions. 

Table 8.4: Performance evaluation of the algorithm for classifying voids inside the drill-

hole region of the solder joint 

Used methodology Hit rate 

Application of algorithm without removing illuminated regions 90% 

Application of algorithm with the removal of illuminated regions 98% 

Requirement of user confirmation on identified voids with the application 

of the removal of illuminated regions 
2% 

 

The results obtained in Table 8.4 confirms that the effect of illumination can be 

successfully mitigated by the proposed methodology. Figure 8.17 illustrates some of the 

classifications carried out by activating this feature. 

(a) (b) (c) 
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Figure 8.17: The soldering defects classification of voids inside the drill-hole, with the 

integration of the removal of illuminated pad regions. (a). Identified solder joint. (b). Segmented 

regions. (c). Identified voids from the segmented homogeneous regions. (d). Computed 

adjoining pad area. (e). Adjoining solder pad regions with removed illuminated pad areas. (f). 

Clustered colour transformed image (HSL) image. (g). Identified not soldered areas on the solder 

pad. (h). Detected void inside the drill-hole region of the solder pad 

 

8.3.2 The classification of voids on the solder pad 

 

Section 5.4 described how the voids on the solder pad region is classified by the AOI. The 

highly illuminated pad regions and reflective nature of solder joint surface put a 

detrimental impact on the accuracy of the developed algorithm. Section 8.4.1 describes 

how the vision system identifies the illuminated regions on the solder pad prior to the 

soldering. If the AOI detects illuminated pad regions, user authentication is requested to 

proceed as depicted in Figure 8.18. Then the user can define the defective region within 

several mouse clicks and authenticate to rework them. 

Furthermore, the amount of heat applied brings a negative impact on the algorithm 

accuracy. The computed pre-heat time relative to the size of the connected PCB track is 

proportional to the degree of solder joint surface discolour level as illustrated in Figure 

8.19 (I). Such a discoloured surface leads to misidentifications perform by the vision 

(a) (b) (c) (d) (e) (f) (g) (h) 
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system as illustrated in Figure 8.19 (II). However, the required pre-heat time by the solder 

iron can be reduced by deploying a pre-heater prior to loading of the PCB to the system. 

 

 

 

 

 

 

 

 

 

 

Figure 8.18: Effect of illuminated region removal on voids detection on the solder pad. (a). 

Segmented solder joint. (b). Segmented illuminated regions. (c). Segmented regions on pad. (d). 

Identified defective regions and illuminated pad regions. (e). User confirmation on the selection 

of the defective regions from the identified regions and illuminated regions. (f). The reworked 

solder joint based on the user defined regions 

 

 

 

 

 

 

 

 

 

 

Figure 8.19: Impact of longer pre-heat time required for pads connected to large copper planes 

on the accuracy of voids detection on solder pad. (I). Discoloured solder joints due to the longer 

pre-heat time. (II). Falsely detected discoloured regions as voids on the solder pad 

(I) 

(II) 

Segmented regions 
User confirmation for selecting the regions for automatic 

rework from identified and illuminated regions 

Solder Joint 

(a) (b) 
(c) 

(d) 

(e) (f) 
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8.3.3 The classification of excess solder 

 

The occurrence of discoloured regions on solder joint surface (refer Figure 8.19) can also 

degrade the performance of excess solder detection algorithm by minimizing the 

availability of illuminated regions on the joint surface as illustrated in Figure 8.20. The 

occurrence of such regions can be mitigated by using a pre-heater as proposed in Section 

8.3.2. 

 

 

 

 

 

 

 

Figure 8.20: Impact of longer pre-heat time required by the solder pad on the distribution of light 

on the solder joint surface. (a). Solder pad connected to a larger PCB track or copper plane. (b). 

Identified illuminated regions on the solder joint surface 

 

8.4 Discussion: The stability of the THT soldering system hardware 

 

The implemented system is an electromechanical platform which has four axis of 

movement. Hence, the mechanical stability and precise positioning capability are vital to 

endow a reliable and robust operation. Sections 8.4.1-8.4.2 discuss about the problems 

encountered during the implementation of the robotic system. 

 

8.4.1 The stability of the soldering wire feeder 

This unit was one of the most difficult part to be manufactured because it requires high 

accuracy level. The feeder unit used in the prototype push the soldering wire from the top. 

This mechanism was not stable enough to render the required accuracy in this application. 

(a) (b) 



174 
 

Because, the force applied from the top is decayed at the end of the feeder tip when the 

feeding wire is longer.  This resulted in two major problems during the system operation. 

 Difference occurred between the applied solder and the required amount of solder 

 The solder wire tends to bend when the solder pad is poorly heated up 

These two problems can be solved when the feeder unit is a pull type. It means the feeding 

mechanism will be placed closer to the tip of the wire feeder. Hence the applied force is 

much higher since the travelling distance is minimum. 

 

8.4.2 The stability of the soldering iron 

The stability of the soldering iron plays a vital role in this application. Slight height 

inconsistency of the mounted PCB causes the delamination of surrounding PCB surface 

of a solder pad due to the touches of soldering iron tip at a high pressure. The current 

version of the robotic system controls the iron pneumatically between two positions. This 

mechanism introduces an uncontrolled pressure on the PCB surface when some height 

deviations exists. This effect can be mitigated by introducing a closed loop motor driver 

to control the soldering iron. Furthermore, the deployment of a spring tension on the rear 

end of the iron can provide a room for the iron to move in backward direction when a 

pressure is applied on the iron tip. This modification on the soldering iron positioning 

mechanism will uplift its reliability. 
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9. CONCLUSION 

The primary aim of this research was to implement a vision system that can be integrated 

to a THT soldering system. The core functionalities of the implemented system are to 

provide automatic vision capability to minimize user mistakes, online classification of 

soldering quality and rework defective soldering joints. This research provides: 

 An AOI that monitors every action performed by the THT soldering system; 

 A CAD system that extract geometrical information of the components; 

 A 4-axis soldering system that performs automatic soldering of THT solder joints. 

Even though, the primary aim is to implement a fully automated system that endows skill 

independent soldering process, the current version of this system requires user assistance 

at three occasions. 

 Confirmation for component availability when the lead contains different shapes 

 Confirmation for voids on pad when the pad contains illuminated regions 

 Confirmation of excess solder on discoloured solder joint surfaces 

Even though, the commercial AOI systems also require user confirmation to verify the 

components and classify soldering quality, the primary aim of the AOI to provide 100% 

autonomous operation for a soldering robotic system, could not be achieved as discussed 

in Chapter 8. However, the developed AOI outperforms commercial systems by: 

 

 Eliminating the prior teaching of individual pads and providing online calibration; 

 Eliminating the need of specific lighting environments within enclosed chambers; 

 Providing online classification of component availability and soldering quality 

classification of THT solder joints. 

The modified version of the AOI (as suggested in Chapter 8) together with controlled 

illumination level can significantly reduce the rate of user confirmation required. 
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Even though, the application of machine learning approaches based on DNN and 

Convolution Neural Networks (CNN) are gaining recognition by leaps and bounds in 

some industrial applications, their usability is not convenient in this research due to 

following reasons. 

 Neural network based algorithms require huge amount of data (sometimes millions 

of labelled samples) for training and a longer time for learning to provide accurate 

results. 

 The varying appearance of solder joint surface and its shape lessens the robustness 

of neural network based algorithms. 

 The automatic verification of component availability cannot be successfully 

achieved as with the implemented algorithm, if neural network is used, because of 

high variability of lead colours and reflected light inside the drill-hole. 

 The reason for the output of a neural network is unknown and hence 

troubleshooting or backward adjustment is not possible. The impact is detrimental 

when the pad contains illuminated regions as described in Section 8.3.1-8.3.2. 

 The output of a neural network is the set of probabilities that an input data can 

have. In that way, one of the primary tasks of this AOI, automatic rework based 

on the size of the defective region cannot be accomplished. 

 

Furthermore, a CAD system could also be developed with an interactive GUI that reduces 

the programme development time for a PCB from several engineering hours to maximum 

of 15 minutes for a PCB with 120 solder joints. This CAD system provides all the 

geometrical information required by the AOI and other relevant information like pre-heat 

time and solder iron touching direction for a solder pad required by the soldering system 

for its proper operation. 

 

The goal of implementing a THT soldering system with automatic rework capability on 

defective solder joints, automatic real time calibration, automatic definition of iron tip 
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cleaning period based on the deployed preheat time and amount of applied solder, could 

be achieved successfully during this research. 

 

However, the implemented THT soldering system can be further improved by, 

 replacing the existing solder wire feeder (push type) with a pull type feeder; 

 modifying the soldering iron in a way that it absorbs pressure applied on the iron 

tip rather than pressuring the PCB surface; 

 altering the soldering iron positioning mechanism from pneumatically to motor 

driven; 

 replacing the existing soldering iron tip cleaning mechanism with the automatic 

rolling mechanism; 

 moving the soldering arm in XY directions keeping the PCB stationary. 

The development of the commercial version of this robotic system has been already started 

to proceed with these modifications. However, this is the first soldering robotic system of 

this kind in the market today which has its own CAD system and an integrated automatic 

vision system that monitors each action performed by the soldering system. 
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