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ABSTRACT 

 

In Sri Lanka, chronic kidney disease has become a significant public health problem over the 

past two decades. Since there are few signs or symptoms in the early stages, it is difficult to 

identify whether people have the CKD disease, because. Due to this reason, they do not get 

treatments. If the disease is detected at an early stage, CKD can be cured. Sri Lanka currently 

lacks comprehensive and systematic surveillance procedures to identify and monitor all 

aspects of CKD in the general population. 

The disease can be identified in the early stages if there is a proper dataset to analyze. Based 

on the data a predictive model can be developed and this will help doctors diagnose if a 

patient has early-stage CKD. CKD can prevent if this detects early and provide necessary 

treatments. 

As part of my research; I have developed a computerized system to capture and track aspects 

of CKD in Sri Lanka, including a predictive model to detect CKD in its early stages. The 

predictive model was developed using different types of data mining classification 

algorithms. In the healthcare sector, data mining is mainly used for disease detection. Broad 

data mining techniques exist for predicting diseases, such as classification, clustering, 

association rules, summaries, and regression. Additionally, the tool was developed to 

perform several analyses based on the collected data. 
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1. INTRODUCTION 
 

 

Chronic kidney disease (CKD) is a gradual loss of kidney function over time. 

Eventually, patients suffering from CKD will sustain permanent renal failure. 

Nowadays, CKD is very common; this can be undiscovered & unknown until the 

sickness is in critical stage. Usually, people don't recognize that they have kidney 

disease until their kidney is functioning at 25% of its normal efficiency. 

 

1.1 Chronic Kidney Disease (CKD) 

 

There are five stages of kidney disease that are mainly based on the estimated, or 

measured Glomerular Filtration Rate (GFR) [1]. GFR is used to determine how well 

the kidneys are functioning by estimating how much blood passes through the 

glomeruli per minute. Glomeruli works as a filter in the kidney to filter waste from 

the blood. 

 

Different levels in CKD [2] 

The disease has five major stages. In the initial stages the kidneys are still 

functioning correctly but in the later stages it will stop functioning. 

 

Stage 1 (GFR more significant than 90 mL/min) 

In this stage there is minor damage to the kidney hence it does not show any 

symptoms. Most of the time if the GFR more significant than 90 mL/min means that 

the kidneys are healthy and functioning well. However, it's possible that a patient in 

Stage 1 kidney disease may have a normal eGFR. Even so, there are other noticeable 

signs of their kidney damage. 
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Stage 2 (GFR between 60 and 89 mL/min) 

Not unlike Stage 1, Stage 2 presents with mild kidney damage, and there are usually 

no symptoms.  

Stage 3A (GFR within 45 and 59 mL/min) & Stage 3B Moderate CKD (GFR within 

30 and 44 mL/min) 

This means the kidney is damaged to a certain extent and does not work properly. 

Stage 4 (GFR between 15 and 29 mL/min) 

This means that the kidneys are damaged, and this should consider as very critical as 

it is one stage before the kidney dies. 

Stage 5 (GFR less than 15 mL/min) 

Stage 5 is known as “end-stage kidney disease”. A patient with stage 5 CKD will 

likely not survive unless they receive artificial kidney filtering (known as "dialysis") 

or they undergo a kidney transplant. 

 

 

 

 

 

 

 

 

 

 

 



3 
 

1.2 Chronic Kidney Disease (CKD) in Sri Lanka 

 

In Sri Lanka CKD becomes a significant health issue in the past two decades. World 

Health Organization (WHO) reports approximately 15% of the population in 

Anuradhapura, Badulla and Polonnaruwa Districts within the ages of 15-70 are 

affected by CKDu.  

According to the sources, in early 1990’s the outbreak of CKD in the North Central 

Province in Sri Lanka was firstly recognized [4]. 

Agriculture is the main income source in this area. However, because the disease is 

endemic the causes are believed to be environmentally induced. 

People who are involved in paddy farming are profoundly affected by CKD. 

Drinking well water and being under treatment for hypertension can be identified as 

the significant predictors of kidney disease.  

 

 

1.3 Risk Factors of CKDu 

 

In the past few years, much research has been done to determine the prevalence of 

CKD in the north-central provinces. 

An article written by K. Wanigasuriya [5] has mentioned several risk factors for 

CKDu. The case controlled study conducted in Anuradhapura helped to identify the 

subsequent main risk factors of CKD: being a farmer, using pesticides, drinking 

ground water reception and within the field, having member in the family with renal 

dysfunction, having taken Ayurveda treatment within the past, and a history of 

snakebites. 

Additionally, the following items were listed as moderate risk factors:, patients older 

than 60, exposure to nephrotoxic drugs, exposure to poison, alcohol consumption, 
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working-age patients, treatment costs, general health and diet, environmental factors, 

population at lower elevation, use of water and fish products and occupation. 

 

1.4 Prediction by Data Mining 

 

Presently, with the recent improvements in technology over the past 2 decades 

computers and databases are able to collect vast amounts of data. Data mining [6] is 

the system of analyzing large sets of facts to generate new information. Data mining 

strategies can be classified as unsupervised and supervised gaining knowledge of. 

The unsupervised getting to know technique is not guided by using the variable and 

does no longer create a hypothesis before analysis. 

A model will be constructed based on the results. In Data Science, we can use 

unsupervised technique called as clustering analysis to gain some valuable insights 

from our data when we apply a clustering algorithm. 

The supervised learning technique requires the development of a model that's utilized 

in the preliminary analysis. Supervised learning techniques utilized in medical and 

clinical research are classification, regression and association rules. 

The main objective of this research is to predict kidney diseases by using data mining 

techniques. To obtain essential information from medical databases, data mining 

techniques have been very useful. By combining automatic learning with statistical 

analysis, beneficial information can be derived from medical datasets.  

Machine learning methods that coordinate the various statistical analyses and 

databases help us extract hidden models and relationships from both massive and 

multiple variable datasets. To ensure the accuracy of the selected classifier, the 

available test phases are checked. Early-stage kidney disorders can be identified by 

applying the different data mining techniques for the desired classification methods.  
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2. RESEARCH PROBLEM & OBJECTIVES 
 

 

Despite the recognized importance of (CKD) Sri Lanka currently lacks a 

comprehensive and systematic surveillance program to capture and track all aspects 

of CKD.  

World Health Organization reports millions of people worldwide suffer from severe 

kidney problems, and the number is increasing annually. Therefore, a procedure for 

detecting early-stage kidney disease is a necessity. Data mining is becoming more 

and more popular today in healthcare and has been very useful in obtaining essential 

information from medical databases. The mostly used data mining technique is 

Classification. One of the goals of this research is to use a classification technique to 

accurately predict CKD within potential patients 

However, in Sri Lanka a model to analyze sets of patient data to predict CKD does 

not exist. The only way to identify that a patient has CKD is by conducting several 

medical tests. This increases the medical expenses that are covered by the Sri Lankan 

government. After taking the tests, patients are categorized as either “CKD” or “non-

CKD”. Unfortunately, even if a patient does not show signs of CKD, the cost of 

these test falls to the patient or the government. These extra costs can be minimized 

by implementing a system to predict which patients are required to perform the 

further tests. An accurate predictive model will limit the total number of patients that 

take many tests, cutting down on overall medical costs. Since there is no electronic 

system currently in place to gather patient information, building a predictive model 

was a challenge.   

The main goal of this system was the development, validation, and analysis of 

predictive models using demographic, clinical, and laboratory data. The construction 

of this model was divided into three categories: - building a centralized system to 

collect the patient data; performing several analyses and, making a predictive data 

model based on the collected data. 
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2.1 Centralized System to Collect Data 

 

Currently there are no centralized systems to collect patient data. As a part of the 

research, a centralized system (Figure 2.1) was developed to accomplish this. Data 

was collected through both web and mobile-based applications. 

 

 

Figure 2.1: Centralized System 

 

Several researchers are willing to research with a centralized system. The problem, 

however, is that there are no proper datasets for them to use. But the data that 

collects from this system, can be used by these researchers. The system provides an 

API through which the researchers can access the data. The API does not return 

sensitive data (e.g., name of the patient), but it does provide data that is necessary for 

additional analysis and research. 

 

2.2 Analysis of Patient Data 

 

The dataset collected through the centralized system can be linked with the Microsoft 

Power BI tool which provides interactive visualizations with self-service business 

intelligence capabilities. 
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This tool is integrated directly with the centralized system, allowing users to generate 

different types of reports and perform their own analyses.  

Listed below are some examples of analyses that can be performed with the proper 

dataset. 

 

2.2.1. Analysis of patient data according to AGA Divisions 

 

The end user can get a better idea of how the disease has speared in each area. They 

can analyze data within the period to get a better understanding about which region 

will have the highest threat of Kidney disease in the next few years (Figure 2.2). The 

graph below shows the distribution in each AGA division. 

 

Figure 2.2: Patient data according to AGA Divisions 
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2.2.2. Analysis of patient data according to the age of patients 

With the collected data, the system can generate a graph to show the distribution of 

CKD by age. 

 

2.2.3. Analysis of the impact of associated medical conditions of the patient 

If a patient has Alcoholic liver disease, this can be used to analyze how many kidney 

patients have Alcoholic liver disease and perform some prediction (Figure 2.3). 

 

Figure 2.3: Impact of associate medical conditions of the patient 
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2.2.4. Analyzing patient data according to the lab data 

Important information called “Laboratory Data”, is recorded in the centralized 

system and is useful into performing data analysis and predictions for CKDu patients 

Figure (2.4). 

 

 

 

Figure 2.4: Analyzing patient data according to the lab data 

 

Additionally, the following analysis can be done with the provided dataset; 

• Analyze patient data according to "Proteinuria"  

 

• Analyze patient data according to "Serum albumin".  

 

• Analyze patient data according to "PTH level" 
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2.3 Building a Predictive Model 

 

Unfortunately, the costs associated with CKD treatments, examinations, and 

screening tests are very high. And while the government bears those costs on behalf 

of the patient, there are situations where patients are found to be free of CKD after 

additional testing. The purpose of this centralized system and data analysis tool is to 

identify CKD in patients at a very early stage so that patients that do not have the 

disease are not required to undergo additional testing and treatment. Alternately, 

patients that do show early signs of CKD will be notified as early as possible so that 

they can receive the appropriate treatment plan. This predictive model will help those 

patients with CKD by identifying it much earlier than normal methods and it will cut 

down on the unnecessary medical costs associated with screening individuals that do 

not have CKD. (Figure 3.5) 

 

 

Figure 2.5:  Prediction with the dataset 
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2.4 Summary 

 

Currently, in Sri Lanka, there is no proper system to capture patient data, analyze and 

perform CKD prediction via data mining. As a solution to this problem, a system was 

built to capture patient data; Power BI was integrated to interpret and perform 

predictions based on the data collected.  
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3. LITERATURE REVIEW 
 

Data mining and analysis are widely used to extract useful information from raw 

data. Today, data mining has become an essential area of healthcare for detecting 

unknown information in medical data sets and using analytics to predict disease. In 

this chapter, we discuss how the authors used predictive analytics model to predict 

disease based on its cause and develop its progression model for chronic kidney 

disease (CKD). 

 

3.1 About the CKD 

 

During the past few years, the widespread presence of Chronic Kidney Disease was 

present in some geographic areas of Sri Lanka. In the research conducted by Mr 

Senaka Rajapakse, has explained the CKDu, Epidemiology of CKDu, clinical 

characteristics & histopathological findings in CKDu, including the Causative factors 

of CKDu. 

In the article published by the National Kidney Foundation, has explained the 

symptoms and the causes of CKD. They have mentioned that diabetic & high blood 

pressure is responsible for up to 2/3 of the cases. Glomerulonephritis, Inherited 

diseases, such as polycystic kidney disease, & Repeated urinary infections etc are 

other conditions that affects the kidney. 

Further, they have listed the signs which we can notice if we have CKD. Feeling 

more tired, lacking energy, lack of concentration, loss of appetite, need to urinate 

more frequently, especially at night, and they have few of the symptoms listed in this 

article. 
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3.2 Analytics 

 

3.2.1 Descriptive Analysis 

 

An analytic study has done by Hubert Kouame Yao [7]. This study was carried out in 

the Internal Medicine Department of the University Hospital of Treichville. This 

study describe the current profile of CKD in our working conditions. This is a 

descriptive retrospective study of patients admitted for CKD during the period from 

January 2010 to December 2014 in the Internal Medicine Department of the 

university hospital of Treichville in Abidjan. 

During the study, they collected 252 cases of CKD out of 3573 patients recorded, 

yielding a prevalence of 7.05%. Out of the CKD patients studied, 67.1% were known 

to have hypertension, 7.9% had diabetes, and 8.7% were HIV positive. 5.6% of the 

cases are hypertension and diabetes. On clinical examination, hypertension was 

observed in 211 cases (83.7%). It was Grade-1 in 14.7%, Grade-2 in 16.3% of cases 

and Grade-3 in 52.8%. The aetiology was dominated by hypertension, seen in 59.9% 

of cases, chronic glomerulonephritis in 25% of cases, HIV infection in 9.1% of cases, 

and diabetes in 4.8% of cases. 

As a conclusion, they have mentioned the risk factors like hypertension, HIV 

infection, and diabetes. Their results showed the importance of early diagnosis and 

nephrology monitoring of the disease to slow down the progression of CKD. 

Lenildo de Moura et al. a study [8] was conducted in which 60,202 people over the 

age of 18 were evaluated who independently reported a medical diagnosis of chronic 

renal failure or kidney disease. 

The prevalence of CKD was 1.4% according to the result. Similarity between the 

genders: 1.4% for men and 1.5% for women. Southern Brazil presents the indicator 

most frequently. In people diagnosed medically with end-stage renal disease, the 

prevalence of dialysis is 7.4%, which is higher in men.  
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The results revealed characteristics of CKD. Data is authorized to plan public 

policies aimed at preventing disease and promoting health. 

 

Knight T, Schaefer et al., have done a research [9]. The methodology of this study is 

a retrospective, pair-wise cohort study that examined the use of adult medical 

resources (MRU) and costs in the American database of claims for reimbursement 

from private payers with diagnosis for ADPKD.  

 

At the end of the study, they noted that compared with the general population, 

patients with ADPKD with normal kidney function were associated with a huge 

economic burden on the medical system. Any delayed treatment in the advanced 

stages of CKD can offset potential medical costs. 

According to Winnipeg researchers, CBC News [10] can easily predict kidney failure 

with a simple equation. 

According to the Dr. Navdeep Tangri’s study will apply its equation more broadly, 

claiming that it can reliably predict patients' renal failure, and regardless of location, 

gender, his age and general health. [11] 

 

Tangri, is a professor at the University of Manitoba's School of Medicine, first 

developed a reliable and straightforward method in 2011 to predict the likelihood of 

future development in CKD patients. 

De Nicola L and other members of the SIN-TABLE CKD research team studied the 

prognosis of patients with CKD receiving renal ambulatory care in Italy. [12] 

The prognosis for patients with chronic renal failure (CKD) who are not on dialysis 

under routine renal monitoring is rarely done. From 2003 to death or until June 2010, 

they followed 1,248 patients with 3 to 5 stages of chronic renal failure in 25 

ambulatory renal failure clinics in Italy and received care for more than a year kidney 
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disease. The method of cumulative risk of ESRD or death before end-stage renal 

disease was estimated using the competitive risk method. 

The results of this study are an estimated ratio of ESRD and deaths (per 100 patient-

years) From stage 3 to stage 5, the risk of ESRD and death gradually increases. In the 

4th and 5th stages of CKD, ESRD occurs more frequently than death, while in the 

3rd stage of CKD, the risk of RDD is opposite. 

According to the article, in patients on continuous treatment at the Italian Kidney 

Clinic, the incidence of stages 4 and 5 of CKD is higher than death. However, the 

opposite is true in phase 3.  

The target blood pressure (CRI) level of the CRI of the Italian nephrology research 

group De Nicola L et al. [13]. 

The reason for conducting this study was to determine whether age changes the 

prognosis of CKD patient in the treatment of renal disease and to prospectively 

follow patients with Crohn's disease who have received kidney disease for more than 

one year at the clinic. The incidence of ESRD was estimated by a competitive risk 

approach and the interaction between ages, which was defined as initiation of 

dialysis or transplantation or death without ESRD, and median risk factors in the Cox 

model The number followed for 62.4 months. 
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3.2.2 Predictive Analysis 

 

3.2.2.1 Using SVM 

Dr. Vijayarani and MS Dhayanand have examined six different attributes of ki

dney disease in GFR, namely, the glomerular filtration rate is a measurement 

attribute for predicting kidney disease [14]. They implemented and compared t

wo naive Bayesian classification techniques and SVM (Support Vector Machin

e). Their experimental results show that SVM is more precise than Naive Bay

es. 

3.2.2.2 Using Random Forest Classification techniques 

 

Dr. S. Ramya and N. Radha have developed a system to predict kidney failur

e by applying four classification techniques to test data from patient medical r

eports [15]. They have 1000 records with 15 attributes. They also compared t

hese four techniques, such as backpropagating neural networks, radial basic fu

nctions, and random forests. Their results show that radial basic function (RB

F) has better accuracy in predicting CKD. 

 

3.2.2.3 Using Naïve Bayes classification techniques 

 

Narendra Kamila & Lambodar Jena used various classification techniques such

 as Naive Bayes, Perceptron multilayer, Support Vector Machine, J48, Conjun

ctival Rules and Decision Tables [16] to analyze all the data on chronic kidn

ey disease. They use Weka software. They use 25 different attributes for class

ification. Their research shows that for the prediction of chronic renal failure, 

the multilayer perceptron is relatively more precise than other technologies (99

.75%). 
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3.2.2.4 Using Cox proportional hazards 

 

According to the research done by Tangri [17] the main goal of this study was to 

develop and validate predictive models of CKD progress. They used three datasets 

(demographic, clinical and laboratory data) to build and validate predictive models 

from two independent cohorts of stage three to five CKD patients in Canada. The 

model used the Cox proportional hazards regression method, and C statistics and a 

complete discriminatory improvement, a correction map and the applicability of 

Akaike's information criteria, and an improvement in classification. of net weight 

(NRI) were used. 

The study concluded that the use of routine laboratory test models can accurately 

predict the progression of kidney failure in 3-5 patients with CKD. 

Debora C. Cerqueira et al. Conducted a study in an interdisciplinary pre-dialysis 

program [18]. 

The purpose of this study was to build a model that predicts ESRD in children and 

adolescents with CKD participating in an interdisciplinary pre-dialysis management 

program (steps 2-4). 

In their study, they selected 147 CKD patients (stages 2-4) who were treated with 

CKD between 1990 and 2008. The main result is to enter phase 5 of CKD. Cox's 

proportional hazard model was used to build a prediction model and evaluated by 

statistics. 

 

The study concluded that a predictive model of CKD progression may help in early 

identification of subgroups of patients at high risk of developing accelerated renal 

failure. 
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Tangri N et al. has researched "A Dynamic Predictive Model for Progression of CKD 

[19]”. 

This study includes the development of predictive models based on population, 

clinical and chronological laboratory data (of a group of stage 3 to 5 patients with 

chronic renal failure). 

They studied 3,004 patients who attended the OPD clinic in Sunnybrook, Toronto 

from April 1, 2001 to December 31, 2009 (they performed 344 renal failure events, 

followed up for an average of 3 years, and performed an average of 5 times Clinical 

visits). Canadian hospital. 

The results of this study were treated with renal failure, defined as the initial process 

of dialysis treatment or kidney transplantation. 

In the static model, the eight predictors are included. The latest measurement models 

available include age and the last five variables, which are predictors that change 

over time. The researchers used Cox's proportional hazard model to calculate the 

time for kidney failure and compared the discriminating power, calibration, fit of the 

model, and classification of the net weight of the model. 

The limitation of the study was that the data set they used came from a single renal 

failure clinic. Nor can they include time-dependent changes in proteinuria. 

 

Mendonça AC, a predictive model of idiopathic nephrotic syndrome with progressive 

chronic renal failure has been studied [20]. 

 

They concluded that a predictive model of CKD can help early identify a subset of 

NSI patients at high risk for renal dysfunction. 
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The study [21] done by Adler Perotte shows that the adoption of electronic medical 

records continues to increase, clinical documents as well as laboratory and 

demographic data can be integrated into risk prediction models. 

 

The study cohort consisted of 2,908 primary care patients who had visited at least 3 

times before January 1, 2013 and had progressed to stage III of Crohn's disease in 

their history. 

 

  

3.2.2.5 Using MATLAB 

 

Jamshid Norouzi et al. Have studied "the use of an integrated fuzzy intelligent expert 

system to predict the progression of renal failure in chronic renal disease" [22]. 

A comparison between the forecast and actual data shows that the ANFIS model can 

accurately estimate the changes in the GFR (mean absolute error less than 5%) for all 

subsequent cycles. 

Despite the high degree of uncertainty in the human body and the dynamic nature of 

the CKD process, the results of the research remain. Their model can accurately 

predict long-term GFR changes. 

 

3.2.2.6 Using the beta coefficients 

 

Taylor GW wrote in a Fisher article in Fisher MA a report on predictive models of 

chronic kidney disease, including periodontal disease [23], and they mentioned that 

among 7 million Americans with moderate to chronic kidney disease severe And 

almost 75% have not been diagnosed. 
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The results of the research mentioned indicate that the estimated probability of 

chronic renal failure in older whites than in older Hispanics is different from that of 

individuals with virtually no probability (0%), and there are no 12 factors extremely 

high risk (98%) of individual smokers, diabetes is higher than 10 years 

megaloproteinuria, high density lip-o-protein, low in-come and hospitalization in the 

last year.  

 

As a result, they summarized the research paper because U.S.-based population 

studies show the importance of considering several risk factors, including periodontal 

conditions, as it improves the ability to identify chronic kidney disease. in high-risk 

populations and ultimately mitigates them. 

. 

3.3 Summary 

 

In this chapter, we discussed the various researches and studies conducted for CKD 

descriptive and predictive analysis. 

In the researches, different approaches and techniques have used. But, some of the 

researchers have used similar attributes for their predictive models such as age, 

gender, eGFR, proteinuria, hematuria, and hypertension. They have used various 

classification techniques such as Naïve Bayes, Cox proportional hazards regression 

methods, Multilayer Perceptron, Support Vector Machine, J48, and Decision Table 

to validate their model.  

Out of the above techniques, most of the time Random Forest Classification 

techniques, Naïve Bayes classification techniques and Cox proportional hazards 

regression methods have shown high accuracy in the results.   
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4. RESEARCH MODEL / METHODOLOGY 
 

The primary objective of the research is to build a predictive model. As the first step, 

CKD patient data needs to be collected. To achieve that, I developed a Web/Mobile 

based system that was able to perform critical analyses on the data collected.  

 

4.1 Build a System to Collect Data 

 

Currently, hospitals maintain all of their patient records in files. This information, 

however, can be entered into the centralized system that was developed. Since the 

system is mobile-friendly, doctors can quickly enter patient data while he/she is 

consulting with patients.  

Patient records are maintained for each stage of the CKD. The system included the 

data of all patients (CKD & non-CKD) which will be used when performing the 

analysis and prediction. 

 

Figure 4.1: System 
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The information is captured through a form developed in the system. The patient 

form consists of several sections. The figures below (4.2 & 4.3) show the 

information that can be collected for each patient. 

 

 

Figure 4.2: Patient entry form – Basic Information 

 

 

Figure 4.3: Patient entry form - Diagnosis data entry form 
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4.2 Dataset 

 

The collected dataset contained 500 total patients. The dataset consisted of both CKD 

patients (in all stages) & Non-CKD patients. Out of the 500 patients, 248 were in the 

early stages of CKD and 152 were non-CKD patients.  

 

4.3 Analyze the Collected Data 

 

Based on the data collected, critical analysis can be done, and predictions can be 

made. For the analysis, the system uses an external BI tool like PowerBI and the 

custom BI tool in the system.  

There are several analysis reports that can be generated from the system. From the 

reports, we can gather information about how the CKDu diseases spreads within the 

defined geographical area. The reports indicate which area has the highest 

concentration of CKD patients. They also display the CKD distribution filtered by 

several factors including, but not limited to age, occupation, residence, and dietary 

habits. 

4.3.1. Analyze patient data according to the patient’s AGA division  

For each patient, the AGA division of the patient is recorded. With this data, we can 

perform an analysis to determine which AGA division has the highest number of 

CKD patients. 
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Figure 4.4: Analyze patient data according to AGA 

 

4.3.2. Analyze patient data according to the medical condition of the patient. 

Each patient was recorded with his/her medical conditions. With this data, we can 

analyze which medical conditions have the highest number of CKD patients & 

observe the association between these medical conditions and with CKD.   
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Figure 4.5: Analyze patient data according to Medical Condition 

 

4.3.3. Analyze patient data according to "Proteinuria." 

Proteinuria defines the availability of abnormal protein level in the urine which 

indicates a damage to the kidneys. We can determine the association between 

Proteinuria & CKD by analyzing the data collected. 
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Figure 4.6: Analyze patient data according to Proteinuria 

 

4.3.4. Analyze patient data according to "Serum albumin."  

Serum albumin is a type of globular protein which can be found in vertebrate blood. 

We can determine the association between the Serum albumin & CKD by analyzing 

the data collected. 

 

Figure 4.7: Analyze patient data according to Serum albumin 
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4.3.5. Analyze patient data according to "PTH level." 

The PTH level is a measurement of the amount of parathyroid hormone in the blood. 

We can determine the association between the PTH Level & CKD by analyzing the 

data collected. 

  

Figure 4.8: Analyze patient data according to PTH Level 

 

4.3.6. Analyze patient data according to the age range. 

From this analysis, we can determine which age range is the most susceptible to 

having CKD. 
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Figure 4.9: Analyze patient data according to the age range 

 

4.4 Prediction Based on Analysis 

 

One of the main objectives of this project was the development of a predictive model 

that uses machine learning to accurately predict which patients are likely to develop 

CKD. 

In the developed system there are both CKDu and Non-CKDu patient datasets. To 

help identify whether a person has CKD or not, a WEKA tool that is integrated with 

the system can be used to analyze the dataset. Once we enter the patient medical 

information the system predicts the percentage/likelihood of the patient having CKD. 

The dataset also contains patient information for several stages of CKD. For the 

predictive model, we only considered only the data present in the early stages of 

CKD (Stages 1 to 3) since the probability of having CKD is 100% in the last stages 

(Stages 4 & 5).  
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Figure 4.10: Prediction tool result 

 

The API built into the system gives outside researchers access to the data that is 

collected (excluding sensitive patient data) so that they can perform their own 

research and analysis on the dataset. 

During data collection process there are pieces of data collected for "medical 

information". From the system, that information will be shared via the API so that 

other researchers can access the data via an XML output. 
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Figure 4.11: XML Response 

4.5 Classification Techniques 

 

In the Literature Review, I discussed the various techniques used by different 

researchers. Based on those results, Random Forest and J48 have shown a higher 

accuracy when compared to other classifications. The models of those studies were 

developed based on demographics, clinical and laboratory data collected from the 

patients. For these reasons I decided to consider Random Forest and J48 

classifications find the best algorithm out of the available classification techniques 

and I chose the clinical and laboratory data of patients as the dataset. 

 

4.6 Best Algorithm 

 

The biggest challenge I faced was to find the most accurate algorithm to perform the 

CKD prediction analysis. To find the best algorithm from among available data 

mining algorithms, I compared the results of the trained model using the WEKA tool. 
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4.6.1 J48 Algorithm 

 

J48 is a classifier that used to build decision trees in WEKA [24] 

 

Results of J48 Algorithm 

The figure below (4.12) shows the results using the J48 algorithm with cross-

validation – 10 Folds. 

 

Figure 4.12: Results using J48 Algorithm 

With the J48 algorithm, the Correctly Classified Instances (With Cross-Validation - 

10 Folds) is 98.75%.  

 

4.6.2 Zero Algorithm 

 

ZeroR algorithm is based on the target and it ignores all the predicts [25] 
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Results of ZeroR Algorithm 

The figure below (4.13) shows the results using the ZeroR algorithm with cross-

validation – 10 folds. 

 

Figure 4.13: Results using ZeroR Algorithm 

 

With the ZeroR algorithm, the Correctly Classified Instances (With Cross-Validation 

- 10 Folds) is 62%. 

 

4.6.3 Naive Bayes Algorithm 

 

This algorithm is based on Baysian theory [26] 

 

Results of Naïve Bayes Algorithm 

The figure below (4.14) shows the results using the Naïve Bayes algorithm with 

cross-validation – 10 folds. 



33 
 

 

Figure 4.14: Results using Naïve Bayes Algorithm  

With the Naïve Bayes algorithm, the Correctly Classified Instances (With Cross-

Validation - 10 Folds) is 94%. 

 

4.6.4 Hoeffding Tree Algorithm 

 

A Hoeffding tree is an increment based decision tree [27] 

 

Results of Hoeffding Tree Algorithm 

The figure below (4.15) shows the results using Hoeffding Tree algorithm with 

cross-validation – 10 folds. 
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Figure 4.15: Results using Hoeffding Tree Algorithm 

With the Hoeffding Tree algorithm, the Correctly Classified Instances (with Cross-

Validation - 10 Folds) is 95%. 

 

4.6.5 Decision Table Algorithm 

Decision tables, such as decision trees or neural networks, are structures used for 

predicting classification. [28] 

 

 

Results of Decision Table Algorithm 

The figure below (4.16) shows the results using the Decision Table algorithm with 

cross-validation – 10 folds. 
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Figure 4.16: Results using Decision Table Algorithm 

With the Decision Table algorithm, the Correctly Classified Instances (with Cross-

Validation - 10 Folds) is 98.75%. 

 

4.6.6 Random Forest Algorithm 

 

Random forest algorithm is a supervised classification algorithm. [29] 

 

 

Results of the Random Forest Algorithm 

The figure below (4.17) shows the results using the Random Forest algorithm with 

cross-validation. – Ten folds 
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Figure 4.17 Results using Random Forest Algorithm 

With the Random Forest algorithm, the Correctly Classified Instances (with Cross-

Validation - 10 Folds) is 99.5%. 

 

4.7 Comparison of the Results 

 

It is critical to identify the best algorithm for the prediction model because when 

dealing with patient information and medical records you must make sure your 

predictions are as accurate as possible. By thoroughly analyzing the output/results of 

the algorithms which were discussed in the previous section, we can determine which 

algorithm will be best suited for our prediction & analysis tool. 

The summary of the results is listed below (Table 4.1). 

Table 4.1:  Summary of WEKA results 

Algorithm With Cross-

Validation 

Precision Recall 

J48 98.75% 0.984 0.996 

ZeroR 62% 0.620 1 
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Naive Bayes 94% 0.911 0.911 

Hoeffding Tree 95% 0.911 0.927 

Decision Table 98.75% 0.988 0.992 

Random Forest 99.5% 0.922 1 

 

Considering the results from Table 4.1 we can determine that the Random Forest 

algorithm is the most accurate with a cross-validation value of 99.5%. 

Because it is delivering the most accurate results when compared to the other 

algorithms, I have decided to use the Random Forest algorithm in our prediction 

model. 

 

4.8 Summary 

 

In this chapter we discussed the model & the methodology of the research. The 

system was developed to collect the patient data, analyze the data and predict 

whether or not a patient has CKD. Furthermore, we discussed the analysis, which can 

be done through the system and the prediction model, which recognize the CKD 

patient by performing a data mining without facing the CKD screening test which is 

highly expensive.  Additionally, the system includes an API which makes available 

medical information related to the CKD patients so that researchers with access to 

the API can perform additional studies and research on the dataset. 
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5. SYSTEM/SOLUTION ARCHITECTURE AND 

IMPLEMENTATION 
 

The goal of my research was to build a predictive data model for accurately 

diagnosing patients with CKD, however a database for CKD patients and their 

medical information did not exist. To help create a working dataset I developed a 

web/mobile-based interface to collect relevant patient information. The system is 

composed of three main components: centralized system to collect data; analysis; 

prediction. In addition to predicting the probability of CKD in a patient based on the 

data, the dataset can also be used to generate various reports for continued patient 

analysis. 

 

 

Figure 5.1: System Architecture 

 

 



39 
 

 

5.1 Patient Database 

 

The table below lists all of the patient information that was collected by the system. 

 

Table 5.1: Attributes of CKD Patients 

 

 

5.2 Prediction Tool 

 

To integrate the WEKA prediction tool with the centralized system, a plugin was 

used. Based on the medical information that is collected from each patient, the tool 

can predict the percentage chance of each patient having CKD.  

As previously discussed, the prediction tool uses The Random Forest algorithm for 

its calculations. 
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Sample Code:- 

 

 

Figure 5.2: Sample WEKA code 

 

The results of the sample code are as follows; 

 

Figure 5.3: Weka Results 

 

5.3 Patient Data Analysis 

 

The analysis tool that is built within the primary system is also integrated with Power 

BI. This Power BI tool is integrated into the order using the available plugin which 

supports the same framework as the centralized system that we developed. 

The sample code below shows how the Power BI tool was integrated with the system 

using this plugin. 
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Sample Code: 

 

Figure 5.4: BI sample code 

 

 

5.4 Summary 

 

In this chapter I discussed the architecture of the centralized system and how the 

various components of the solution were developed. Data was collected through the 

patient entry form and was used for different analyses using both the integrated 

Power BI tool and the custom analysis tool.  To incorporate the Power BI with the 

system, the Microsoft Power BI plugin was used. A plugin was also used to connect 

with the WEKA tool. The system includes a predictive data model which can 

identify if the patient has CKD. This model uses the Random Forest algorithm for its 

classifications. 
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6. SYSTEM EVALUATION (DATA AND ANALYSIS) 
 

In this chapter I discuss the techniques which I have used to evaluate the system. 

A lot of information is captured for each patient via the patient entry form. However, 

the majority of the information collected is not directly used by the prediction model. 

Some of these fields that are not used include, but are not limited to, Name, NIC, 

Address, Contact No… etc. This requires the implementation of a data cleanup 

process to filter out the information that is not directly used by the prediction tool. 

 

6.1 Data Pre-processing 

 

The dataset consists of following attributes related to medical information. (Table 

6.1) 

Table 6.1: Medical information in the dataset 

Age Blood Pressure 

Albumin Sugar 

Pus Cell Pus Cell Clumps 

Blood Glucose Random Blood Urea 

Sodium Potassium 

Packed Cell Volume White Blood Cell Count 

Hypertension Diabetes Mellitus 

Appetite Pedal Edema 

Specific Gravity Bacteria 

Red Blood Cells Anaemia 

Serum Creatinine Haemoglobin 

Red Blood Cell Count Coronary Artery Disease 

 

The data model with above attributes has a 99.5% accuracy rate. To select the 

optimal subsets of data I have used Correlation based feature selection.  
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Correlation based feature selection 

I used “CorrelationAttributeEval” as the attribute evaluator and “Ranker” as the 

search method. (Figure 6.1) 

 

Figure  6.1: Correlation based feature selection 

 

According to the results, out of 25 attributes, 15 attributes show more than 0.3 of 

correlations. Therefore, I have selected those 15 attributes as the optimal subset of 

attributes to predict CKD. 

The attributes which are selected for the Final prediction model are listed below 

(Table 6.2). 
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Table 6.2: Selected attributes for the predictive data model 

Haemoglobin Packed Cell Volume 

Red Blood Cell Count Hypertension 

Diabetes Mellitus Albumin 

Blood Glucose Random Appetite 

Pus Cell Pedal Edema 

Blood Urea Specific Gravity 

Sodium Anaemia 

Sugar  

 

The data model with these attributes also has a 99.5% accuracy rate. To validate the 

accuracy of the data model I have used the WEKA tool.   

The screen below (6.2) shows the accuracy of the data model using the WEKA tool. 

 

 

Figure 6.2: Accuracy of the model 
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6.2 Results / Outcome of the Prediction Tool 

 

From the tool the system user can determine if the patient has CKD or not by 

selecting the particular patient and running the analysis (Figure 6.2). 

 

 

Figure 6.2 Screenshot of Prediction Tool 

 

Once a system user provides the patient record number and runs the tool, the 

predictive model creates two datasets: a train dataset and a test dataset. It processes 

and analyzes each data set using the Random Forest algorithm and delivers the 

results as either "CKD" or "Non-CKD" for the patient. (Figure 6.3). 

 

Figure 6.3: Prediction Results 

6.3 Validate the Results of the Prediction Tool 
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In the prediction tool results, there are two buttons to download the Train and Test 

files. This will download “train.arff” file and “test.arff” files. The files have 25 

attributes. 

Using the WEKA tool, we can manually train the model and then run the 

classification using the Random Forest algorithm. Then we can compare the results 

with the Prediction tool and determine the accuracy of the results. 

The figure below (6.4) shows the results of the Weka Tool for CKD patients. 

 

 

Figure 6.4: Weka Results for CKD Patients 

 

Figure 6.4 shows the 'Correctly Classified Instances' is 100% for the above scenario, 

indication that the patient does have CKD. 

The figure below (6.5) shows the results of the Weka Tool for non-CKD patients. 
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Figure 6.5: Weka Results for non-CKD Patients 

 

In this scenario, the 'Correctly Classified Instances' is 0%, indication that the patient 

does not have CKD. For medical data modelling, anything that does not accountable 

for false negatives consider as critical. The recall identifies as the better measure than 

precision. Precision is a measurement of how relevant a positive result is and Recall 

(red cells) is a measurement of the proportion of correct positive results. It is also 

known as the True Positive Rate or Sensitivity. Let’s assume, from our prediction 

tool return a result indicating the patient is a non-CKD patient. But if the person is a 

CKD patient, then it is a critical error as we are dealing with the life of the person.  

Hence Precision/Recall is a more meaningful measurement in a medical application 
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6.4 Patient Data Analysis Tool 

 

From this tool, the system user can also generate several graphs based on the 

collected patient data (Figure 6.6). 

 

 

Figure 6.6: Analysis Tool 

 

Also, POWER BI integration is available within the system. The user can generate 

several reports using this tool (Figure 6.7). 
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Figure 6.7: Power BI Chart 

 

6.5 Summary 

 

In this chapter I discussed the various algorithms which were considered to find out 

which was the best algorithm to use in the prediction tool. I ran some tests for each 

algorithm and analyzed the results of each algorithm independently. The Random 

Forest algorithm showed a 99.5% accuracy; therefore, I selected this algorithm for 

the predictive model. 

Furthermore, I discussed how the prediction tool works, and how it was developed 

into the system and is used to validate the results generated by the centralized 

system. Finally, I discussed the patient data analysis tool, included in the system.   
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7. CONCLUSION 
 

The main objective of the research was to gather CKD patient information, build a 

predictive model, and analyze the patient data. 

Currently, to diagnose CKD in a patient a CKD screening test must be performed. 

These screening tests are costly for both the patient and the Sri Lankan government. 

To help cut down on costs, the goal of my research was to develop a data collection 

and analysis tool capable of accurately predicting the probability that a patient does, 

or does not, have CKD. By providing a probability percentage of having CKD for 

each patient we can filter out the patients that do not have CKD and therefore they do 

not need to undergo a CKD screening test. 

To gather patient information, I have developed a mobile and web-based patient 

entry form. The interface can be used in hospitals, especially in areas where CKD is 

the most prevalent. 

I have also developed a predictive data model that can accurately diagnose whether a 

patient has CKD. This model helps to identify patients in the early stages of CKD, 

allowing doctors to more effectively determine which patients need additional 

medical testing. 

The predictive model uses only the necessary information from a larger group of data 

collected for each patient in its analysis and uses the best available algorithm. 

The data used by the prediction model to produce the accurate results are below. 
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Table 7.1: Attributes of patient record used by prediction model 

 

 

Since several algorithms can be used when building the predictive model, the main 

challenge was to select the best suitable algorithm. 

To choose the best algorithm, I had to compare the results generated by each 

algorithm with the WEKA tool. 

The comparison of the results of each algorithm is listed below. 
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Table 7.2:  Summary of WEKA results 

Algorithm With Cross-

Validation 

Precision Recall 

J48 98.75% 0.984 0.996 

ZeroR 62% 0.620 1 

Naive Bayes 94% 0.911 0.911 

Hoeffding Tree 95% 0.911 0.927 

Decision Table 98.75% 0.988 0.992 

Random Forest 99.5% 0.922 1 

 

According to the summary above, we can determine that the 'Random Forest' 

algorithm is the best algorithm as it produces a 99.75% accuracy rate. Several 

researchers in previous studies were not able to report an accuracy as high as 

99.75%. Therefore, this model can be considered as the most accurate model built for 

CKD prediction. 

Also, in the above table, I have listed the Precision and Recall for each algorithm. 

These values are important, especially when building a medical application. 

For medical data modelling, anything that does not consider for false-negatives very 

critical. The Recall is a better measure than Precision. Precision is a measurement of 

how relevant a positive result is and Recall (red cells) is a measurement of the 

proportion of correct positive results. It is also known as the True Positive Rate or 

Sensitivity. Let’s assume, for example, that from our prediction tool we receive result 

indicating that a patient does not have CKD. If however, the patient truly does have 

CKD, then it is a critical error as we are dealing with the patient’s life. Hence, Recall 

is a more meaningful measurement in a medical application. 

The prediction tool helps to identify which patients that visit the clinic or hospital 

have CKD. Also, in the system I developed, the users of the system can generate 

several reports using the integrated POWER BI application for further analysis. 

Additionally, since other researchers can access the data model via an API, they have 

the ability to do their own tests and studies with the data that has been collected. 
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7.1 Future Works 

 

This system was built only for CKD patient analysis and if produces predictions 

based on the collected data.  In the future, we can develop similar data collection and 

analysis tools for other diseases as well. 

Also, currently, the system collects and analyzes patient data only from local 

hospitals. If this can be expanded to collect patient data internationally, for example, 

then we will be able to investigate data from a larger geographical context and build 

a predictive model which could help people all over the world. 
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