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ABSTRACT 

Sentence similarity plays a key role in text-processing related research such as 

plagiarism checking and paraphrasing. So far, only conventional unsupervised 

sentence similarity techniques such as string-based, corpus-based, knowledge-based, 

and hybrid approaches have been used to measure sentence similarity for Tamil and 

Sinhala languages. In this research, we introduce a Deep Learning methodology to 

measure sentence similarity for these two languages, which makes use of Siamese 

Recurrent Neural Networks techniques together with a word-embedding model as the 

input representation. This approach achieved a 3.07% higher Pearson correlation 

coefficient for the Tamil dataset of 2500 sentence pairs and a 3.61% higher Pearson 

correlation coefficient for the Sinhala dataset of 5000 sentence pairs. Both these 

results outperform that of the conventional unsupervised sentence similarity 

techniques applied on the same datasets. 

Keywords - Sentence-similarity, Sinhala, Tamil, Siamese neural network, LSTM, 

deep-learning, fastText, natural language processing 
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