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Appendix A 

Architecture of a Search Engine 
Figure A.1 illustrates the architecture of a common search engine. A common search 

engine consists of components like crawlers, document processors, indexer, query 

engine etc. 

 

Figure A.1: Architecture of a Search Engine 
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Appendix B 

UML Diagrams 
This section includes UML diagrams of various components of the MAS based 

crawler system. Figure B.1 illustrates the class diagram of the MAS based crawler 

system. Section 6.2 discusses about the MAS based crawler system and it’s classes. 

App::CrawlerSystem

Agent::CrawlerAgent

Behaviour::CrawlerBehaviour

Agent::Spy

Behaviour::SpyBehaviour

Agent::SeedList

Behaviour::SpyBehaviour

Agent::Indexer

Behaviour::IndexerBehaviour Behaviour::WorldTrendBehaviour

Agent::WorldTrend

1

*

1

*

1

*

1

*

1

*

 

Figure B.1: Class Diagram of the MAS based Crawler System 
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Figure B.2 illustrates activities of the spy agent in the form of activity diagram. The 

spy agent is used to retrieve status messages from the social networks. Section 6.2.2 

discusses more about spy agents. 

Intialize

Get Status Update / Micro-blog Message

Listent to Social Network

Update Message Space

Preprocess

 

Figure B.2: Activity Diagram of Spy Agent 

Figure B.3 shows activities of the crawler agent. Crawler agent is used to crawl web 

pages to populate the search engine index. Section 6.2.1 in this document discusses 

more about the crawler agents. 
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Intialize

Request Seed List

Request Current World Trends

Get Seed List

Get Current World Trends

Prioratize Seed List

Download Web Site

Process for URLs

Add New URLs to Seed List Update About New URLs Send downloaded web site

Preprocess Data

  

Figure B.3: Activity Diagram of Crawler Agent 

Figure B.4 describes the activity flow of world trend agent. World trend agent is 

responsible for the identification of world trends via status messages and micro-blog 

messages retrieved by social network spy agents. Section 6.2.3 discusses more about 

the world trend identification agent used in this project. 
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Get Status Message

Remove Unknow Words

Calculate Key Word Weights

Create New Cluster Add to Existing Cluster

[New Cluster] [Cluster Exists]

Identify Highest Weighted Key Word Clustrer

Degrade Currend World Trend Cluster

[cluster is not the current world trend]

[cluster is the current world trend]

Reidentify Current Word Trend

 

Figure B.4: Activity Diagram of World Trend Identification Agent 
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Appendix C 

Screenshots 
This section includes screenshots of the MAS based web crawler system proposed in 

this project to solve the issue of inefficient information retrieval. 

Crawler System Console 

Figure C.1 is a screenshot of the crawler system console. Crawler system console logs 

in system statuses, messages passed between agents, error etc. Section 6.2 discusses 

about the crawler system proposed in this project. 

 

Figure C.1: Screenshot of Crawler System Console 

World Trend Identification Process 

World trend identification agent proposed in this project creates tag clouds in JPEG 

image format to illustrate size, priority of the current topic clusters. The name of the 

current world trend cluster has the highest font size and font size reduces as the size of 

the cluster reduces. The figure C.2 illustrates the unfiltered tag cloud of clusters. 

Figure C.3 shows tag cloud of filtered clusters. Only the clusters with topics available 

in system ontology will present that screenshot. 

Figure C.4 is a combination of several instances of system tag cloud in order to 

illustrate the evolution of the clusters within the system. Section 6.2.3 discusses more 

about the world trend identification. 
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Figure C.2: Unfiltered World Trend Tag Cloud 

 

Figure C.3: Filtered World Trend Tag Cloud 

 

Figure C.4: World Trend Evolution 
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Search Engine Frontend 

Screenshot of the search engine front-end is presented in Figure C.5. Search engine 

frontend allows users to interact with the proposed search engine. More about search 

engine frontend is discussed in section 6.3.3. 

 

Figure C.5: Screenshot of Search Engine Frontend 

  



61 
 

Virtual Social Network 

Virtual social network is used to manipulate real word social networks for the 

demonstration purposes in this project. Figure C.6 includes a screenshot of a virtual 

social network instance. Using virtual social network, user can submit status updates. 

These status updates will be collected by social network spy agents. More about the 

virtual social network are discussed under Section 6.4.2. 

 

Figure C.6: Screenshot of Virtual Social Network 
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Appendix D 

Sample Seed List Ontology 
This is part of seed list ontology used by the proposed MAS based crawler system. 

The URLs in the seed list have been categorized in to topics. The seed list agent 

access and make use of this seed list ontology. More about seed list agent are 

discussed under Section 6.2.4. 

cricket>http://cricinfo.com,http://cricket.com,http://cricketindia.com 

news>http://cnn.com,http://bbc.co.uk,http://www.news.com 

football>http://fifa.com,http://soccer.com,http://football.com 

lanka>http://gov.lk,http://www.srilanka.com,http://dailynews.lk 

china>http://en.wikipedia.org/wiki/China,http://www.china.org.cn 

uk>http://www.direct.gov.uk,www.fco.gov.uk,http://www.england.com 

japan>http://en.wikipedia.org/wiki/japan,http://japan-guide.com 

automobile>http://en.wikipedia.org/wiki/automobile,http://www.automobile.com 
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Appendix E 

Sample Topic-Words Mapping Ontology 
This section includes a sample topic-words mapping ontology. The several words are 

mapped into major topics. This ontology is used in current world trend identification 

process. Section 6.5 discusses more about current world trend identification process. 

cricket>cricket,wicket,game,match,win,loss,sri,lanka,australia,india,england,new,zela

nd,south africa,west 

indies,pakisthan,mahela,jayawardene,kumar,sangakkara,lasthi,malinga,sachith,tendul

kar 

news>news,world,earth,disaster,bomb,blast,war,terrorism,terrorist,crisis 

football>football,soccer,brazil,argentina,england,united,kingdom,australia,maradona,f

ifa 

lanka>sri,lanka,colombo,cricket,mahinda,rajapaksha,matara,galle,kandy,south,asia,bu

ddhism 

china>china,begine,beijing 

uk>uk,england,united,kindom,queen,prince,william,scottland,london,cricket,football,r

ugby,soccer 

india>india,gandhi,cricket,sachith,tendulkar 

australia>australia,cricket,rugby,perth,Sydney 

japan>nuclear,toyota,earthquake,tsunami 

automobile>japan,europe,toyota,nissan 
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Appendix F 

Test Results for Identification of Updated Web Pages 
This section includes test results for identification of updated web pages in the 

proposed project. Chapter 7 discusses about the evaluation of the proposed project 

and tests carried out. Table F.1 lists test results for the identification of updated web 

pages. Topic column shows the topic searched. Delay column shows the time 

difference between times that web page gets updated and query. “Pass” was recorded 

when required result was found and “Fail” otherwise. 

Topic Delay (minutes) Conventional 

Crawlers 

Proposed MAS 

based Crawlers 

Lanka 1 Fail Pass 

Lanka 5 Fail Pass 

Lanka 10 Fail Pass 

Lanka 30 Pass Pass 

Cricket 1 Fail Pass 

Cricket 5 Fail Pass 

Cricket 10 Fail Pass 

Cricket 30 Pass Pass 

India 1 Fail Fail 

India 5 Fail Pass 

India 10 Pass Pass 

India 30 Pass Pass 

Australia 1 Fail Fail 

Australia 5 Fail Pass 

Australia 10 Pass Pass 

Australia 30 Pass Pass 

China 1 Fail Pass 

China 5 Fail Pass 

China 10 Fail Pass 

China 30 Pass Pass 

Football 1 Fail Fail 
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Football 5 Fail Pass 

Football 10 Fail Pass 

Football 30 Pass Pass 

Table F.1: Web Page Discovery Test 

Table F.2 describes the cumulated success rates of the above recorded results. Chapter 

7 includes graphical representations of the Table F.2. 

Delay (min) Conventional Crawlers – 

Success Rate (%) 

MAS based Crawlers – 

Success Rate (%) 

1 0% 50% 

5 0% 100% 

10 33.33% 100% 

30 100% 100% 

Cumulative 33% 87% 

Table F.2: Success Rates 
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Appendix G 

Test Results for Efficiency of Web Crawlers 
Table G.1 includes test results for the efficiency test of the proposed MAS based web 

crawler system and the conventional web crawler system. Section 7.2.2 discusses 

about the efficiency in crawling, evaluation strategies. 

 
Number of Web Crawls 

Web Page 
ID 

MAS based Crawler 
System 

Conventional Crawler 
System 

A 1 2 
B 1 2 
C 1 1 
D 1 1 
E 1 1 
F 1 1 
G 1 1 
H 2 1 
I 1 3 
J 1 1 
K 1 1 
L 1 1 
M 2 2 
N 1 2 
O 1 1 
P 1 1 

Table G.1: Number of Web Crawls within One Hour 


