
 

53 
 

REFERENCES 

 

[1]  D. Moldovan, M. Pasca, S. Harabagiu and M. Surdeanu, "Performance Issues 

and Error Analysis in an Open-Domain Question Answering System," in 

Association for Computational Linguistics, Philadelphia, Pennsylvania, USA, 

2002.  

[2]  H. Kahaduwa, D. Pathirana, P. LiyanaArachchi, V. Dias, S. Ranathunga and U. 

Kohomban, "Question Answering system for the travel domain," in Engineering 

Research Conference (MERCon), Moratuwa, 2017.  

[3]  M. E. Peters, M. Neumann, M. Iyyer, M. Gardner, C. Clark, K. Lee and L. 

Zettlemoyer, "Deep contextualized word representations," in North American 

Chapter of the Association for Computational Linguistics, New Orleans, 2018.  

[4]  J. Howard and S. Ruder, "Universal Language Model Fine-tuning for Text 

Classification," in Association for Computational Linguistics, Melbourne, 

Australia, 2018.  

[5]  J. Devlin, M.-W. Chang, K. Lee and K. Toutanova, "BERT: Pre-training of Deep 

Bidirectional Transformers for Language Understanding," in Association for 

Computational Linguistics, Minneapolis, Minnesota, 2018.  

[6]  Y. Liu, M. Ott, N. Goyal, J. Du, M. Joshi, D. Chen, O. Levy, M. Lewis, L. 

Zettlemoyer, and V. Stoyanov, "RoBERTa: A Robustly Optimized BERT 

Pretraining Approach," in The International Conference on Learning 

Representations (ICLR) 2020, Addis Ababa, Ethiopia, 2020.  

[7]  N. S. Chhina, "Identifying Well-formed Questions using Deep Learning," 

University of Victoria, Canada, 2020. 

[8]  Z. Lan, M. Chen, S. Goodman, K. Gimpel, P. Sharma and R. Soricut, "ALBERT: 

A Lite BERT for Self-supervised Learning of Language Representations," in 



 

54 
 

International Conference on Learning Representations, Addis Ababa, Ethiopia, 

2019.  

[9]  Z. Yang, Z. Dai, Y. Yang, J. Carbonell, R. Salakhutdinov and Q. V. Le, "XLNet: 

Generalized Autoregressive Pretraining for Language Understanding," in 

NeurIPS 2019, Vancouver, CANADA, 2019.  

[10]  S. Victor, D. Lysandre, C. Julien and W. Thomas, "DistilBERT, a distilled 

version of BERT: smaller, faster, cheaper and lighter," in 5th Workshop on 

Energy Efficient Machine Learning and Cognitive Computing - NeurIPS 2019, 

Vancouver BC, Canada, 2019.  

[11]  K. Clark, M.-T. Luong, Q. V. Le and C. D. Manning, "ELECTRA: Pre-training 

Text Encoders as Discriminators Rather Than Generators," in The International 

Conference on Learning Representations, Virtual Conference, Formerly Addis 

Ababa Ethiopia, 2020.  

[12]  "Text Retrieval Conference," National Institute of Standards and Technology, 

1992. [Online]. Available: https://trec.nist.gov/. [Accessed 2021]. 

[13]  X. Li and D. Roth, "Learning question classifiers," COLING '02 Proceedings of 

the 19th international conference on Computational linguistics, vol. 1, pp. 1-7, 

2002.  

[14]  E. Hovy, L. Gerber, U. Hermjakob, C.-Y. Lin and D. Ravichandran, "Toward 

Semantics-Based Answer Pinpointing," in Proceedings of the First International 

Conference on Human Language Technology Research, San Diego, CA, 2001.  

[15]  P. Clark, I. Cowhey, O. Etzioni, T. Khot, A. Sabharwal, C. Schoenick and O. 

Tafjord, "Think you have Solved Question Answering? Try ARC, the AI2 

Reasoning Challenge," ArXiv, vol. abs/1803.05457, 2018.  



 

55 
 

[16]  D. Gupta, S. Kumari, A. Ekbal and P. Bhattacharyya, "MMQA: A Multi-domain 

Multi-lingual Question-Answering Framework for English and Hindi," in 

European Language Resources Association (ELRA), Miyazaki, Japan, 2018.  

[17]  "Trip Advisor," TripAdvisor, Inc., 02 2000. [Online]. Available: 

https://www.tripadvisor.com/. [Accessed 01 12 2017]. 

[18]  H. T. Madabushi and M. Lee, "High Accuracy Rule-based Question 

Classification using Question Syntax and Semantics," in Proceedings of 

COLING 2016, the 26th International Conference on Computational 

Linguistics: Technical, Osaka, Japan, 2016.  

[19]  A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, Ł. 

Kaiser and I. Polosukhin, "Attention Is All You Need," in Proceedings of the 

31st International Conference on Neural Information Processing Systems, New 

York, United States, 2017.  

[20]  D. Xu, P. Jansen, J. Martin, Z. Xie, V. Yadav, H. T. Madabushi, O. Tafjord and 

P. Clark, "Multi-class Hierarchical Question Classification for Multiple Choice 

Science Exams," in European Language Resources Association, Marseille, 

France, 2020.  

[21]  W. Xia, W. Zhu, B. Liao, M. Chen, L. Cai and L. Huang, "Novel architecture for 

long short-term memory used in question classification," Neurocomputing, vol. 

299, no. 0925-2312, pp. 20-31, 2018.  

[22]  J. Alammar, "The Illustrated BERT, ELMo, and co. (How NLP Cracked Transfer 

Learning)," 03 December 2018. [Online]. Available: 

http://jalammar.github.io/illustrated-bert/. [Accessed 21 March 2021]. 

[23]  R. Agarwal, "The 5 Classification Evaluation metrics every Data Scientist must 

know," Towards Data Science incorporated, 17 September 2019. [Online]. 

Available: https://towardsdatascience.com/the-5-classification-evaluation-

metrics-you-must-know-aa97784ff226. [Accessed 21 March 2021]. 



 

56 
 

[24]  S. Das, A. Basak and S. Mandal, "Fine Grained Insincere Questions 

Classification using Ensembles of Bidirectional LSTM-GRU Model," in Forum 

for Information Retrieval Evaluation, India, Kolkata, 2019.  

[25]  V. Slovikovskaya and G. Attardi, "Transfer Learning from Transformers to Fake 

News Challenge Stance Detection (FNC-1) Task," in Proceedings of the 12th 

Language Resources and Evaluation Conference, Marseille, France, 2020.  

[26]  J. Pennington, R. Socher and C. Manning, "GloVe: Global Vectors for Word 

Representation," in Proceedings of the 2014 Conference on Empirical Methods 

in Natural Language Processing (EMNLP), Doha, Qatar, 2014.  

[27]  T. Mikolov, C. K., C. G. and &. D. J, "Efficient Estimation of Word 

Representations in Vector Space," in Proceedings of the 26th International 

Conference on Neural Information Processing Systems, Lake Tahoe, Nevada, 

2013.  

[28]  T. Rajapakse, "https://simpletransformers.ai/," 04 10 2019. [Online]. Available: 

https://simpletransformers.ai/. [Accessed 01 09 2020]. 

[29]  T. Wolf, L. Debut, V. Sanh, J. Chaumond, C. Delangue, A. Moi, P. Cistac, T. 

Rault, R. Louf, M. Funtowicz, J. Davison, S. Shleifer, P. v. Platen, C. Ma and Y. 

Jerni, "Transformers: State-of-the-Art Natural Language Processing," in 

Proceedings of the 2020 Conference on Empirical Methods in Natural Language 

Processing: System Demonstrations, Online, Association for Computational 

Linguistics, 2020, pp. 38-45. 

 

 

 


