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Abstract

Code-mixing and code-switching are frequent features in online conversations. Classification
of such text is challenging if one of the languages is low-resourced. Fine-tuning pre-trained
multilingual language models is a promising avenue for code-mixed text classification. In
this paper, we explore adapter-based fine-tuning of PMLMs for CMCS text classification.
We introduce sequential and parallel stacking of adapters, continuous fine-tuning of adapters,
and training adapters without freezing the original model as novel techniques with respect
to single-task CMCS text classification. We also present a newly annotated dataset for the
classification of Sinhala—English code-mixed and code-switched text data, where Sinhala is
a low-resourced language. Our dataset of 10000 user comments has been manually anno-
tated for five classification tasks: sentiment analysis, humor detection, hate speech detection,
language identification, and aspect identification, thus making it the first publicly avail-
able Sinhala—English CMCS dataset with the largest number of task annotation types. In
addition to this dataset, we also tested our proposed techniques on Kannada—English and
Hindi-English datasets. These experiments confirm that our adapter-based PMLM fine-
tuning techniques outperform or are on par with the basic fine-tuning of PMLM models.
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Table 1 Social media language variations of Sinhala—English CMCS data (The same sentence is written in
different CMCS forms.)

Type Example
Purely written in English This is the best internet facility, thank you.
Purely written in Sinhala 682 5O 6¢® §rbHE SO, BB,

82d 9ed ¢ eRedd 9550emd WEES, miey.

Written in an English pronuncia-
tion using unicodes (Code-mixed)

Written in a Sinhala pronunciation Meka thamai hodama antharjala pahasukama, sthuthiyi
using English characters (Code-

mixed)

English characters with Unicode ©®2 OB best® internet facility 92, Thank you
(Code-mixed)

Code-switched Meka thamai hodama antharjala pahasukama, thank you.

1 Introduction

The embedding of linguistic components such as words, phrases, and morphemes from one
language into an utterance from another language is referred to as code-mixing [13]. In simple
terms, code-mixing is the practice of borrowing words from one language and adapting them
to another without affecting the topic. The juxtaposition of two grammatical systems or
subsystems within the same conversation is referred to as code-switching [13]. An example
of Sinhala—English code-mixed and code-switched data is given in Table 1.

Natural language processing (NLP) faces a significant challenge when dealing with CMCS
data, as tools developed for a single language might underperform in the context of CMCS
data. Handling of code-mixed and code-switched (CMCS) data is difficult because of the lack
of annotated datasets, a significant number of unobserved constructions created by combining
the syntax and lexicon of two or more languages, and a large number of possible CMCS
combinations [45]. This problem is exacerbated in the context of low-resource languages
(LRLs), where datasets are known to be even more scarce and NLP tools are sub-optimal.

Pre-trained multilingual language models (PMLMs) such as mBERT [24] and XLM-
R [9] have attained state-of-the-art performance in most of the text classification tasks [9],
including code-mixed data classification [23]. In previous CMCS text classification research,
the PMLMs were mostly used with some basic fine-tuning and hyperparameter optimization
[3, 17].

In this paper, we apply the adapter-based PMLM fine-tuning strategy for CMSC text
classification. Adapters are neural modules that add a small number of new parameters to a
model [30]. During the training phase, the original model parameters are frozen, and only the
newly introduced adapter parameters are fine-tuned. Adapters can be either task-specific or
language-specific: language adapters are trained to learn language-specific representations,
whereas task adapters are trained to learn task-specific representations.

Unlike previous research that used adapters for text classification [12, 31, 44], we are
focusing on CMCS data, which is a mix of multiple languages. Thus, we use different
combinations and fine-tuning strategies of both language and task adapters. Specifically,
we introduce three ways of using adapters in CMCS data classification: (1) sequential and
parallel stacking of language adapters followed by a single task adapter, (2) continuous fine-
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tuning of task adapters on different pre-trained language models (PLMs), and (3) training
task adapters without freezing the original model parameters.

Our solutions are validated on three datasets: a Sinhala—English CMCS dataset newly
compiled by us, as well as Kannada—English [14] and Hindi—English! CMCS datasets, which
are publicly available. Our Sinhala—English dataset has been annotated for sentiment, humor,
hate speech, language ID, and aspect classification, considering all the CMCS phenomena
given in Table 1. Thus, this dataset can be used for five classification tasks, which makes
this dataset support the largest number of classification tasks, compared to the other CMCS
datasets presented in previous work (given in Table 2). In this research, we experimented
with this dataset for the first four tasks. Further, we experimented with sentiment analysis
and hate speech detection tasks in the Kannada—English dataset, as well as humor detection
and language identification in the Hindi—English dataset.

Experiment results on the XLM-R PMLM show that our adapter-based fine-tuning strate-
gies either outperform or are on par with basic fine-tuning for all the datasets we used. Our
third approach yielded the best results on average across all experiments. Given that Sinhala
and Kannada are heavily under-represented in XLM-R (meaning that a relatively smaller
dataset was used for these languages during XLM-R fine-tuning), its performance on Sin-
hala and Kannada CMCS data is impressive—we believe that this is due to the XLM-R
model being able to learn a strong cross-lingual signal from the CMCS data, which can fur-
ther strengthen up representation of low-resource languages. Thus, such PMLMs should be
considered a viable option even for LRLs such as Sinhala and Kannada.

This paper makes the following contributions:

1. We presented three adapter-based fine-tuning strategies on PMLMs for CMCS text clas-
sification.

2. A Sinhala—-English CMCS dataset annotated for five different tasks. Compared to the
existing datasets, this CMCS dataset has the largest number of task annotations. To the
best of our knowledge, this is also the first annotated dataset with Sinhala—English CMCS
humor and hate speech classifications.

3. This is the first systematic study of the classification of Sinhala—English CMCS text.

Our dataset, code, and the trained models are publicly available2-3,

2 Related work
2.1 CMCS text classification

For classifying CMCS data, machine learning approaches such as logistic regression, support
vector machines, multinomial naive Bayes, K-nearest neighbors, decision trees, and random
forest have been used by early research [6]. Later, deep learning techniques such as CNN,
LSTM, and BiLSTM have been widely used [19]. Most recently, fine-tuning pre-trained
monolingual models such as BERT and multilingual models such as XLM-R and mBERT
have been used [15]. Some studies showed that PLMs outperformed other deep learning
and machine learning techniques [1, 5, 23], while the opposite was reported in some other
research [20]. However, Kazhuparambil and Kaushik [20] state that PLMs can be made the
top-performing models for CMCS data classification by optimizing hyper-parameters.

1 https://github.com/amsuhane/Humour-Detection-in-English- Hindi- Code- Mixed-Text.
2 https://huggingface.co/datasets/NLPC-UOM/Sinhala- English-Code-Mixed-Code-Switched-Dataset.
3 https://github.com/HimashiRathnayake/CMCS-Text-Classification.
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2.2 Annotated corpora for CMCS text classification

CMCS can appear in various forms, including code-switching, inter-sentential, and intra-
sentential code-mixing, and texts written in both Latin and native scripts. CMCS text
classification corpora have been mainly created with respect to Indian languages such as
Hindi-English [4], Telugu—English [13], Tamil-English, Kannada—English, and Malayalam—
English [6], while there are some corpora for other languages such as Sinhala—English [37],
Spanish—English [43] and Arabic—English [35]. Except for Chakravarthi et al. [6]’s dataset,
others have removed the text written in native script and considered only a subset of code-
mixing levels. Moreover, most of the studies have annotated their datasets for limited types
of classification tasks as given in Table 2.

In the literature, positive, negative, mixed, neutral, and ‘notin intended language’ tags have
generally been used for CMCS Sentiment Analysis [6], while the CMCS humor detection
task uses a binary tag scheme to indicate whether a text is humorous or non-humorous [22].
For CMCS hate speech detection, some studies used a binary tag scheme [4], while others
used a tag scheme containing hate (or hate-inducing), abusive, and not offensive tags [25].
Some studies [14] also included additional tags for these tag schemes based on the targeted
group. On the other hand, aspects are always domain-specific [29]. For CMCS language
identification, most research used a tag scheme with tags for corresponding two languages
with few other tags to represent Named Entities, URLs, and punctuation marks [2]. But none
of them considered separate tags to identify the hybrid mixing* of two languages.

2.3 Adapter-based fine-tuning of PLMs

While fine-tuning PLMs is widely used in NLP recently, fully fine-tuning those models
for a specific task is time-consuming as millions, if not billions, of parameters must be
learned. Sharing and storing those models is equally challenging. To address these con-
cerns, “Adapters" [16] were introduced as a parameter-efficient fine-tuning strategy. Adapters
are small learned bottleneck layers that are inserted within each layer of a PLM and are
updated during fine-tuning, while the rest of the model remains fixed. It has been shown that
adapter-based fine-tuning achieves performance comparable to fully fine-tuning on many
classification tasks [30]. However, adapters have resulted in a minor performance decrease
for some tasks [30]. There are two popular adapter architectures: Houlsby Adapter [16] and
Pfeiffer Adapter [31]. Both types of adapters are implemented on the Transformer archi-
tecture [42]. Houlsby adapters have two down and up-projections within each transformer
layer, whereas the Pfeiffer adapter has one down- and up-projection. Figure 1 visualizes the
transformer layers with these adapter layers in comparison to standard transformer layers.
However, Pfeiffer et al. [31] showed that there is no significant difference in performance
between the model architectures.

Adapters can be further classified into two types: task adapters and language adapters.
Task adapters [16] are trained to learn a specific task representation. Language adapters
[31] are trained to learn a specific language representation. Language adapters, unlike task
adapters, are usually not used alone. When training on a downstream task, the task adapter is
stacked on top of the source language adapter for cross-lingual transfer learning. The source
language adapter is replaced with the target language adapter during inference time to achieve
zero-shot cross-lingual transfer capabilities [31].

4 Write the pronunciation of one language using other language, e.g., hodama—Wtritten in a Sinhala pronun-
ciation using English characters, Translation: best.
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Add & Norm

Add & Norm

Add & Norm

Add & Norm

Multi-Head Multi-Head

Self Attention Self Attention

EE A

Fig.1 A—Transformer layer without adapters, B—Transformer layer with a Pfeiffer adapter, C—Transformer
layer with a Houlsby adapter [30, 33]

Also, there is a possibility to combine multiple adapters using stacking (sequential) and
parallel composition blocks’. Figures 2 and 3 visualize these stacking and parallel adapter
compositions, respectively. To facilitate the cross-lingual transfer of PMLMs, Pfeiffer et
al. [31] used a stacking adapter composition where a task adapter was stacked on top of a
language adapter. Wang et al. [44] stacked an ensemble of multiple related language adapters
with a task adapter. Parallel processing of adapters was first used by Riicklé et al. [34].
AdapterHub [30] is an open-source®, easy-to-use, and extensible adapter training and sharing
framework that supports both of these adapter types as well as different adapter architectures.

3 Methodology
3.1 Vanilla fine-tuning of PMLMs

The most successful PMLMs are trained on the Transformer architecture [42]. Encoder-based
ones, such as mBERT and XLLM-R, are commonly used for classification. These have been

5 https://docs.adapterhub.ml/adapter_composition.html.
6 https://github.com/Adapter- Hub/adapter- transformers.
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trained with a variety of languages and self-supervised objectives such as masked language
modeling. As a result, they have to be fine-tuned separately for the downstream task. Vanilla
Fine-tuning, also known as basic fine-tuning, is the most common method for training them
for downstream tasks. During fine-tuning, PMLM weights are copied and fine-tuned with
task-specific data to learn the task representation.

3.2 Basic adapter-based fine-tuning

For a downstream task, a task adapter introduces new and randomly initialized adapter param-
eters in addition to the initial parameters of the PLM. During fine-tuning, the newly introduced
adapter parameters are trained, while keeping the original PLM parameters fixed to learn the
specific task representation. Since we are implementing multiple classification tasks, we
trained separate task adapters on XLM-R to learn each classification task representation. It
was decided to train adapters with both Pfeiffer and Houlsby configurations at the beginning,
and continue with the best-performed adapter configuration for further experiments.

3.3 Stacking language adapters

As mentioned in Sect. 2.3, usually language adapters are used for cross-lingual knowledge
transfer and used to work with one language at a time, so there is no need for multiple language
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Fig.3 Parallel adapter composition9

adapters. The exception is Wang et al. [44], who used an ensemble of related language adapters
to adapt a PMLM to languages unseen by the model. However, CMCS data contain multiple
languages. Thus, as our first technique, we stack language adapters corresponding to the
languages that are present in our datasets (which will be referred to as contributing language
adapters in this paper), followed by a task adapter for the corresponding classification task.

In contrast to previous works [31, 44], we experimented with stacking multiple contribut-
ing language adapters in two different ways:

e Sequential stacking (Fig. 4)—We stacked multiple language adapters sequentially, which
means stacking one language adapter on top of the other to learn representation specific
to each language included in CMCS data. This stack is followed by a task adapter to
learn the classification task.

e Parallel stacking (Fig. 5)—We used a parallel setup for multiple language adapters.
This parallel stack is followed by a task adapter. For that, we used the parallel adapter
composition introduced by Riicklé et al. [34]. While Riicklé et al. [34] used this technique
for parallel multi-task inference, we use the same idea to enable parallel inference of
languages.

AdapterHub'? has pre-trained language adapters in about 50 languages that can be applied
to any downstream task to capture language-specific representation. To continue with these

10 https://adapterhub.ml/.
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Fig.4 Sequential language
adapter stack followed by a LayerL + 1
single task adapter

Task Adapter
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Language Adapter 1

{

Language Adapter 2

Fig.5 Parallel language adapter
stack followed by a single task LayerL+ 1
adapter

[ Task Adapter ’
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| |

‘ Language ‘ Language ‘ Language

Adapter 1 Adapter 2 Adapter 3

t ‘ f

Layer L

experiments, first, we selected available pre-trained language adapters from AdapterHub for
the languages relevant to our experiment. For the languages not available in AdapterHub, we
trained new adapters (see Sect. 5).

3.4 Continuous fine-tuning

Usually, a task adapter is trained on a single PLM. But in this experiment, we used CMCS
data that contains multiple languages. Therefore we trained a task adapter on multiple PLMs
specialized in each language included in the CMCS data. To train the adapters, first, we used
two PLMs: PLM specialized in language 1 (Lang 1 PLM, e.g., SinBERT [11] for the Sinhala
language) and PLM specialized in language 2 (Lang 2 PLM, e.g., BERT for the English
Language). Next, we trained this task adapter on a PMLM specialized in both languages
(e.g., XLM-R which is pre-trained in both Sinhala and English languages).

We tried out different training orders of PLMs and with different combinations as shown
in Figs. 6 and 7.
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Fig.6 Continuous Fine-tuning
Combination 1-TA(PLM1) —
TA(PLM2)

Fig.7 Continuous Fine-tuning
Combination 2-TA(PLM1) —
TA(PLM2) - TA(PMLM)
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3.5 Training adapters without freezing the PMLM (Adapters + PMLM training)

As mentioned in Sect. 3.2, the usual practice is to train adapters without training the original
model parameters (freezing the PMLM). Recently, Friedman et al. [12] jointly trained the
PLM with the adapters in the context of multi-task learning. When the model no longer
improves the validation accuracy (which is used to compare model performance), the PLM
model parameters are frozen and adapter training is continued. Here, we adapt their solution
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into a single task adapter. We trained all of the parameters, which include both the original
model parameters and the newly introduced parameters by the adapters. In our case, we
used macro-F1 score instead of accuracy to compare model performance as it gives a better
interpretation of results in the context of imbalanced datasets as explained in Sect. 7.2.

We also experimented with combining each of the aforementioned techniques.

4 CMCS datasets

This section presents the three CMCS datasets used in this study. The tags used in each
dataset are listed in Table 3.

4.1 Kannada-English dataset

This dataset has been annotated at the sentence level for sentiment analysis and hate-speech
detection [14]. This dataset contains all types of Kannada and English CMCS variations.
Hande et al. [14] reported results for both single-task and multi-task learning with different
PLMs, including PMLMs.

4.2 Hindi-English dataset

This dataset has been annotated at both sentence level and word level; humor detection at
sentence level as a binary classification and language identification at word level with three
different tags'!. This dataset consists of Hindi—-English CMCS data that have been written
in Latin script.

4.3 The annotated Sinhala-English CMCS corpus

This corpus is newly compiled by us.

4.3.1 Data collection and pre-processing

A raw data set that consists of 465314 social media comments were obtained from previous
research [7]. First, 15000 comments were randomly selected and Tamil!2 mixed comments
were filtered out manually since there were only about 0.02% Tamil mixed comments. After
ignoring noisy data instances such as one-character comments and integer comments, 10,000
comments were randomly selected for the annotation.

Since the data have been extracted from social media comments, it contains identities such
as names of persons, names of organizations, and contact numbers. To obey the ethics and
rights, an anonymization scheme was designed to perform on the dataset before making it
available to the public. The proposed anonymization scheme is given in Table 4.

11 https://github.com/amsuhane/Humour- Detection-in- English- Hindi- Code- Mixed- Text.
12 The other official language in Sri Lanka.
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Table4 Anonymization scheme

Data type Anonymization technique Before After
Telephone numbers Data swapping 0112345678 01185673241
Personal names Pseudonymization Sahan Randima Mark Spencer1
Company names Pseudonymization Dialog Company_A1

I These are just examples and the values shown in the ‘After’ column have no resemblance to the replacements
done in the corpus

Table 5 Sentiment analysis tag

T: Definiti E 1
scheme ag efinition xample

Positive When the commentator is hopeful I enjoyed it a lot.
or confident and focuses on the
positive aspect of a situation
rather than the negative aspect.

Negative When the commentator is Slow network
pessimistic about a situation or
experience that is unpleasant or

depressing.

Neutral When the comment is lacking in Please send your
sentiment or the commentator contact number
does not express a thing as
good or bad.

Conflict When the commentator uses the Okkoma hodai
same comment to describe signal nathi eka
something as good and thamai lokuma
something as bad. gataluwa.

Followed the annotation scheme proposed by Senevirathne et al. [36]

Table 6 Humor detection tag scheme

Tag Definition Example

Humorous When the comment Meka hoyalama mage
includes anecdotes, oluwath ridenawa yku.
irony, fantasy, jokes,
and insults.

Non-humorous ‘When the comment does Very disappointed about
not contain any your service
amusement.

Followed the annotation scheme proposed by Khandelwal et al. [22]

4.3.2 Data annotation

The selected 10,000 comments were annotated according to the tagging schemes given in
Tables 5, 6, 7, 8, and 9. Appendix B contains the English translations of the non-English text
in the examples.

Language identification is tagged at the word level, and other tasks are tagged at the
sentence level. Aspect annotation is multi-label, and other annotations are single label.

The dataset was annotated by four annotators. To evaluate the agreement among anno-
tators, Fleiss Kappa was calculated for single label tags, while the multi-label tagging of
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Table 7 Hate speech detection tag scheme

Tag Definition

Example

Hate-inducing Offending, threatening, or insulting
an individual or group of
individuals based on their religion,
race, occupation, caste, sexual
orientation, gender, or membership
in a stereotyped community.

Abusive Motive to cause hurt by using slurs
that are made up of derogatory

phrases. (language that is offensive
but not hate-inducing)

Not offensive No offensive content at all

Get lost Company_A executives

our router doesn’t work

Followed the annotation scheme proposed by Mathur et al. [26]. We do not provide an example for the Abusive

tag here as it contains abusive content

Table 8 Aspect extraction tag scheme

Tag Definition

Example

Billing or price Mentioned any fact or
issue regarding the
prices of services or
products

Customer service Mentioned any fact or
issue regarding the
customer service

Data Mentioned any fact or
issue regarding the data
such as data usage

Network Mentioned any fact or
issue regarding the
network, such as
network quality or call
drops

Package Mentioned any fact or
issue regarding the data
or voice mobile
packages

Service or product Mentioned any fact or

issue regarding the
services or products

None None of the above aspects
are applicable

Ape bill awe na ne

‘Worst customer service

Masekata hambena data
tika balan iddi iwara
wenawa.

‘We don’t have stable
network in our area.

There are packages
named as unlimited but
all packages have speed
limits.

Mage sim eken credit snd
krnn bene. Insufficient
to snd crdt kyl wtnw

Congratulations our boys

Followed the annotation schema proposed by Chathuranga and Ranathunga [7], which uses data particular to

the telecommunication domain
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Table 9 Language identification tag scheme

Tag Definition Example
NameEntity Include Name 7812981, Maradana, Srilanka
Entities(Names and
Numbers)
Symbol Punctuation marks, 2 #,.
emojis, and Special
characters.
Sinhala Sinhala words written in escf@
Sinhala script
English English words written in Network
Latin script
Sin-Eng Sinhala words written in Salli
Latin script
Eng-Sin English words written in endD&s
Sinhala script
Mixed Words written in both Customersla, eDo25, SIGNALE?

Sinhala script and Latin
script or words that
have combined features
of two languages

Used an extended version of the annotation scheme proposed by Smith and Thayasivam [37]. The last three
tags were introduced by us to identify the hybrid mixing of two languages

Table 10 Inter-annotator

agreement evaluation Evaluation matrix Classification Value
Fleiss Kappa Humor 0.7146
Hate speech 0.7492
Sentiment 0.7898
Language ID 0.9349
Krippendorff’s alpha Aspect 0.6441

aspects was measured by calculating Krippendorff’s alpha. The results of those calculated
values are shown in Table 10. All the values are above 0.6, interpreting that there exists a
substantial inter-annotator agreement between the annotators.

4.3.3 Dataset statistics

Tag set distribution shown in Figs. 8, 9, 10, 11, and 12 indicates the dataset is imbalanced.
We used some techniques to handle this imbalance, which is described in Sect. 7.

The Code-Mixing Index (CMI) proposed by Das and Gambick [10] is used to measure
the level of mixing between Sinhala and English languages in the created dataset. Our dataset
received a value of 11.52 for “CMI-All" (considering all sentences) and a value of 23.77 for
“CMI-CS" (only considering code-switched sentences). The calculation for the CMI is given
in Appendix A.

A higher CMI value indicates a higher level of mixing between the languages, whereas
CMI =0 indicates no code-mixing. A comparison of the CMI of our dataset with other related
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u Conflict
u Positive
u Negative

= Neutral

Fig.8 Sentiment tag distribution

® Humorous

& Non humorous

Fig.9 Humor tag distribution

M Class

u Mixed

= Eng-Sin

" NameEntity
m Symbol

W Sin-Eng

H Sinhala

M English

Fig. 10 Language ID tag distribution
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o Package

w Billing or Price

1 Customer service
i Data

u Network

m Service or product

® None

Fig. 11 Aspect tag distribution

o Hate-Inducing
u Abusive

u Not Offensive

Fig. 12 Hate speech tag distribution

Table 11 Comparison of CMI in different corpora

Dataset Language pair CMI-All CMI-CS
Molina et al. [28] Spanish-English 8.29 21.86
Solorio et al. [38] Nepali-English 19.85 25.75
Mave et al. [27] Hindi-English 10.14 22.68
Molina et al. [28] Modern Standard Arabic—Egyptian Arabic 2.82 23.89
Our dataset Sinhala—English 11.59 23.77

datasets in the LinCE benchmark [1] is given in Table 11 and according to the comparison,
our dataset has a significant level of code-mixing.
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5 Adapter training

e Training Task Adapters. A task adapter was trained for each classification task, using the
dataset. For example, using the Sinhala—English dataset, we trained task adapters for all
four classification tasks: sentiment analysis, humor detection, hate speech detection, and
language identification. The same was done for other CMCS datasets.

e Training language adapters

— We trained two language adapters, one for Sinhala (Si) using Senevirathne et al. [36]’s
Sinhala dataset and the other for Sinhala—English CMCS (Si-En) using our newly
created Sinhala—English CMCS training dataset. As further explained in Sect. 7.5,
language adapters were not used in experiments on Kannada—English and Hindi—
English CMCS datasets.

e Using pre-trained language adapters

— We used a pre-trained English language adapter (En) trained for XLM-R, which is
available in AdapterHub!3.

e Using PLMs for continuous fine-tuning

— For Sinhala—English, we used English BERT [21] and SinBERT (a pre-trained
RoBERTA model for Sinhala) with XLM-R.

— For Kannada—English and Hindi-English CMCS datasets, we used English BERT
[21], IndicBERT [18], and XLLM-R. IndicBERT has been trained in 12 Indian lan-
guages, including Hindi and Kannada. IndicBERT was used because there is no
specific PLM for Hindi or Kannada that supports adapters'4.

6 Baseline implementation

Long short-term memory (LSTM), bi-directional long short-term memory (BiLSTM), and
Capsule Networks proposed by Senevirathne et al. [36] are used as the baseline models for
sentiment analysis task because they reported the best results for Sinhala sentiment analysis.
The same baselines are used for hate speech detection and humor detection tasks for Sinhala—
English CMCS. However, for Sinhala—English (and Hindi—English) language identification, a
two-layer bi-directional LSTM model proposed by Toftrup et al. [40] was used as the baseline.
The same LSTM and BiLSTM models were applied to Kannada—English and Hindi—-English
classification tasks.

LSTM: The model comprises an input layer, an embedding layer, two dropout layers to
prevent overfitting, an LSTM layer, and two solid layers with the softmax function to predict
the relevant label in a given sentence.

BiLSTM: The input layer, the embedding layer, the bidirectional LSTM layer, the time-
distributed dense layer, the flatten layer, and the dense layer with the softmax activation
function are the basic components of the BiLSTM model.

Two-layer BiLSTM: First, all the characters in the input string are replaced by vector
embedding. In each subsequent step, LSTM obtains the character embedding and hidden
layer representation. From left to right, the output of one character in the LSTM layer is

13 https://adapterhub.ml/adapters/ukp/xIm-roberta-base-en-wiki_pfeiffer/.

14 There is only one Hindi BERT model available, but it is an Electra model. Electra does not currently support
adapters.
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combined with the layer from right to left. The concatenated vector is similar to the first
LSTM layer but does not share the parameters. After that, the concatenated vectors pass
through a single linear layer, producing a distribution over all the supported languages.

Capsule Network: The three main capsule layers, which are initiated with a convolutional
layer, are the main components of this model. Each capsule in the model is instantiated with
16-dimensional parameters. Also, each capsule layer has 16 filters.

XILM-R: XLM-R model is a transformer-based multilingual masked language model that
has been pre-trained on text in 100 languages including Sinhala, Kannada, Hindi, and English,
and has reported state-of-the-art results for cross-lingual classification [9]. In this research,
the XLM-R model taken from HuggingFace'> was initialized with a sequence classification
head. Then, the model was separately fine-tuned with the CMCS dataset for each classification
task.

7 Evaluation

7.1 Data preparation

To overcome the issue of dataset imbalance, random oversampling (ROS) and synthetic
minority oversampling technique (SMOTE) [8] with different sampling ratios were explored
as a pre-processing step. In this paper, we present the results of the best oversampling
technique. Note that these oversampling techniques have been performed only on Sinhala—
English, as the other two datasets are free of the data imbalance issue.

7.2 Experiment setup

Table 12 contains the hyper-parameters of the models; other hyperparameters are default
values. For LSTM, BiLSTM, and capsule network models, fastText word embedding with
300 dimensions is used as the embedding layer, and categorical cross-entropy is used as
the loss function. In those models, results are interpreted using fivefold cross-validation.
For interpreting the results of XLM-R and adapters, the experiment was run five times with
different random states and the average was taken. We also used early stopping in these
experiments. Precision, recall, and F1-score are given in macro-averages as they give equal
weights for each class and give correct interpretation of results in the context of imbalanced
data. All the experiments in this paper are carried out using the Google Colab environment'©.

7.3 Results

The results of experiments carried out are given in Tables 13 and 14.

7.4 Baseline results analysis

According to the results shown in Tables 13 and 14, the fine-tuned XLLM-R has outperformed
the other Deep Learning models used in each task. This shows the XLM-R’s ability to recog-
nize cross-lingual relationships in CMCS text classification. When it comes to oversampling

15 https://huggingface.co.
16 https://colab.research.google.com/.
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techniques, only the ROS technique improved the results; SMOTE did not. Even ROS did not
perform well across all tasks and models. This could be because ROS makes exact copies of
existing examples, causing the model to overfit. It improves the results of the Sinhala—English
hate speech task for each model and it only improves the results of the Sinhala—English humor
detection task for LSTM and capsule network models. Other tasks that have a greater number
of tags and do not have such a large amount of dataset imbalance did not benefit from these
oversampling techniques.

7.5 Adapter-based fine-tuning results

According to the results shown in Tables 13 and 14, simply training task adapters results
in a performance drop when compared to basic XLM-R fine-tuning in some cases while
performing on par in others. This observation holds for both Pfeiffer and Houlsby task
adapters. Pfeiffer et al. [30] and Pfeiffer et al. [32] made a similar observation. Furthermore,
there was no significant difference in the performance between the Pfeiffer and Houlsby
configurations. Thus we only report the results of the XLM-R model with Pfeiffer adapters
for subsequent experiments.

Stacking language adapters with task adapters outperformed basic adapter-based fine-
tuning in most of the experiments. We experimented with the sequential and parallel stacking
of various language adapter combinations, such as stacking a single language adapter alone,
stacking two language adapters, and stacking all three language adapters in different orders
with the task adapter. Among them, En+Si+Si—-En performed best for Sinhala—English
CMCS. That may be because those language adapters were able to add language knowledge
of Sinhala, English, and Sinhala—English CMCS to the model. Furthermore, parallel stack-
ing of language adapters performed better than sequential stacking. This could be because
parallel stacking allows for parallel inference of languages present in CMCS data. Despite
outperforming basic adapter-based fine-tuning, this technique outperforms XLM-R only in
the hate speech task. Therefore, we did not apply this technique to Kannada—-English and
Hindi-*English CMCS classifications.

Our continuous fine-tuning approach improved the results of some tasks while providing
on-par performance to XLM-R in others. For Sinhala-English CMCS classification, we
obtained the best results for continuous fine-tuning in the order of BERT, SinBERT, and
XLM-R. This technique, however, did not perform well with Hindi—English and Kannada—
English datasets. That could be because we could not find a PLM trained specifically for
Hindi or Kannada with an MLM objective.

Adapter fine-tuning without freezing the model gave us the best results in all four tasks
for all Sinhala—English, Kannada—English, and Hindi-English classifications. This could
be because the model can learn both model parameters and adapter parameters with this
technique, allowing it to capture more knowledge about the CMCS classification. But freezing
the model and further training the adapters only did not improve our results, in contrast to
Friedman et al. [12].

Finally, combining the aforementioned techniques for Sinhala—English CMCS data did
not further improve the results. Therefore, we did not test them with Kannada—English or
Hindi—English data.
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Table 15 Sentiment analysis misclassified sentences

Sentence English Translation Label Prediction
E unata 078ta 3g tiyanawa But 078 has 3g, our 072 Conflict Negative
072ta apita 3g nhe. doesn’t have 3g
She finds cooking is a She finds cooking is a Positive Negative
meditation n always meditation and always
entertain me with her entertains me with her
own recipes. own recipes.

Table 16 Humor detection misclassified sentences

Sentence English translation Label Prediction
Mama masa 3 idala illane I’ve been asking for three Non-humorous Humorous
August iwara wanna months and they said
kalin dennam kiuwa they’d give it before the
thama na. end of August, but not
yet.
Ira newath hada newath Even though sun doesn’t Humorous Non-humorous
kellonam nannema na rise, moon doesn’t rise,

girls will not bath.

Table 17 Hate speech detection misclassified sentences

Sentence English translation Label Prediction

St ekata siya parakata Called Company_B more Not offensive Hate-Inducing
wada cl kala et hadanne than a hundred times,
ne. but [they] did not fix it.

Owa dila monawa What is the point of Not offensive Abusive
karannada giving them?

7.6 Misclassified Sinhala-English CMCS text

We carried out an error analysis on the Sinhala—English dataset. In the sentiment analysis
task, each sentence is classified into four different classes. The sentences that are intended to
be classified into the ‘conflict’ class contain both positive and negative sentiments in a single
sentence. Moreover, there were only a few data samples for this class. Also, some sentences
carry a negative or positive sentiment even though those sentences do not explicitly contain
positive or negative polarity words that the models learn from. This may have made it difficult
for the model to figure out the positivity or the negativity of a sentence. Therefore, even the
best performing model predicted these types of sentences inaccurately. Some examples are
shown in Table 15.

Detecting humor and hate speech is a challenging task since it requires a large amount of
external knowledge, such as language and common sense insights. With the small number
of samples for the positive classes such as humorous, abusive, and hate-inducing (even the
random oversampling only duplicates the already existing examples) the dataset covers only
a small amount of those insights. Therefore, even the best-performing model was unable to
detect humor and hate speech correctly in some sentences as seen in Tables 16 and 17.

@ Springer



Adapter-based fine-tuning of pre-trained multilingual language models ... 1961

Table 18 Language identification Word

misclassified words Meaning Label Prediction

One Even though this is an Sin-Eng English
English term for number
1, here it is used in
Sinhala to refer ‘want’

4k Even though this refers to Sin-Eng NameEntity
4000 in practice, here it
refers to ‘exactly 4’ in
Sinhala

There are many ambiguous words when it comes to Sinhala—English CMCS. Some of
the words are present in both languages; however, the meaning of each word varies greatly
between the two. In particular, when typing Sinhala, people tend to use the characters “k"
and “1" at the end of the numbers. This results in misclassified words, as shown in Table 18.

8 Conclusion and future work

In this research, we experimented with the recently introduced lightweight fine-tuning strat-
egy, i.e., adapters in different ways with PLMs and PMLMs. Our results showed that XLM-R
basic fine-tuning outperformed the other deep learning techniques in CMCS data classifica-
tion and XLM-R is a viable option for low-resource languages. Our study also shows that
CMCS text classifications can benefit from stacking contributing language adapters with task
adapters because language adapters can add multilingual knowledge to the model. Proposed
adapter-based fine-tuning strategies improve the results of XLM-R basic fine-tuning, and
training adapters without freezing the model produced the best results for CMCS data. A
comprehensive dataset annotated with the sentiment, humor, hate speech, aspect, and lan-
guage id on Sinhala—English CMCS data is introduced.

We intend to apply different improvements to XLM-R and adapters and develop a multi-
task model for classifying all the tasks for a given dataset in the future. We believe that our
newly created dataset and research findings will be useful in future CMCS text classification
research.
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Appendix A CMI calculation

The following equation can be used to calculate CMI at the utterance level Das and Gambick

[10].

100 x [1

CMI =
0

max(w;)
T Tn-u ]

n>u

In this equation, w; is the highest number of words present from any language in CMCS
data, n is the total number of tokens and u is the number of tokens with language-independent
tags. In our Sinhala—English corpus, we considered Mixed, Symbol, and NameEntity tags as

the language-independent tags.

Appendix B English translations of non-English texts

English translations of non-English texts used in this paper are given in Table 19.

Table 19 English translations of non-English texts

Non-English text

English translation

Okkoma hodai signal nathi eka thamai lokuma
gataluwa

Meka hoyalama mage oluwath ridenawa yku.

Thawa enava methana reddak katha karanna
kalakanni haththa

Ape bill awe na ne

Masekata hambena data tika balan iddi iwara
wenawa.

Mage sim eken credit snd krnn bene. Insufficient to
snd crdt kyl wtnw

Everything is fine; the biggest problem is the lack of
signals.

Searching for this has given me a headache, man.

Scolding someone for saying stupid things.
(Contains some abusive words.)

Our bill did not arrive.

The data allocation per month has run out under our
eyes.

I cannot send credit from my sim. It shows
insufficient to send credit message
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